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Graphical abstract

An online confidence interval estimation method called separated plug-in via rescaled federated averaging.

Public summary

- Develop online statistical inference in federated learning for heterogeneous optimization.
- Proposes an online confidence interval estimation method being separated plug-in by rescaled federated averaging.
- Establishes the asymptotic normality and shows the asymptotic covariance being inversely proportional to the client participation rate.
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Abstract: From a statistical viewpoint, it is essential to perform statistical inference in federated learning to understand the underlying data distribution. Due to the heterogeneity in the number of local iterations and in local datasets, traditional statistical inference methods are not competent in federated learning. This paper studies how to construct confidence intervals for federated heterogeneous optimization problems. We introduce the rescaled federated averaging estimate and prove the consistency of the estimate. Focusing on confidence interval estimation, we establish the asymptotic normality of the parameter estimate produced by our algorithm and show that the asymptotic covariance is inversely proportional to the client participation rate. We propose an online confidence interval estimation method called separated plug-in via rescaled federated averaging. This method can construct valid confidence intervals online when the number of local iterations is different across clients. Since there are variations in clients and local datasets, the heterogeneity in the number of local iterations is common. Consequently, confidence interval estimation for federated heterogeneous optimization problems is important.

Keywords: federated learning; confidence interval; number of local iterations; online learning

CLC number: O212; TP181 Document code: A

2020 Mathematics Subject Classification: 68T05; 62F30

1 Introduction

Federated learning is a privacy-preserving machine learning framework that allows multiple clients to collaboratively train a global model without transferring local data. For estimation and prediction problems, statistical inference is an indispensable method for measuring uncertainties\(^1\)-\(^3\). However, computation constraints, memory restrictions, and communication budgets make traditional statistical estimation and inference methods incompetent under federated settings\(^4\). In addition, variations in the local datasets and heterogeneity in the number of local iterations make it difficult to perform confidence interval estimation under federated settings.

Suppose that there are \(N\) clients and a central server. Each client labels with an unique number in \([N]=\{1,2,\ldots,N\}\). The feature space \(\mathcal{X}\) is a finite-dimensional Euclidean space \(\mathbb{R}^d\) for some positive integer \(d\). In regression, the response space is \(\mathcal{Y}=\mathbb{R}\). For the classification problem, the label space is \(\mathcal{Y}=\{1,2,\ldots,J\}\) for some positive integer \(J\). The \(i\)-th client has a local dataset consisted of identically and independently distributed (IID) samples from some unknown data distribution \(p_i(z)\) over \(\mathcal{Z}=\mathcal{X}\times\mathcal{Y}\) where \(z=(x,y)\), \(x\in\mathcal{X}\) and \(y\in\mathcal{Y}\). The federated learning system intends to optimize a sum of risk functions, with only access to local stochastic gradient updates.

The federated optimization problem is to minimize the global risk function

\[
R(\theta) = \sum_{i=1}^{N} p_i R_i(\theta), \tag{1}
\]

where \(R_i(\theta) = \mathbb{E}_{z_i \sim p_i} l_i(\theta; z_i)\) is the local risk function at the \(i\)-th client. Here, \(l_i(\theta; z_i)\) is a client-specified loss function, where \(z_i \in \mathcal{Z}\) represents an independent realization from local data distribution \(p_i\). The weight of the \(i\)-th client is \(p_i\), which satisfies \(p_i > 0\) and \(\sum_i p_i = 1\). In this research, \(\theta\) is the model parameter and we assume that the parameter space is \(\Theta \subset \mathbb{R}^r\). The minimizer of \(R(\theta)\) is denoted by \(\theta^*\) and the minimizer of \(R_i(\theta)\) is denoted by \(\theta_i\). In the non-IID problem, the data distributions at each client \(\{p_i\}_{i=1}^{N}\) may vary. Therefore, \(\theta_i\) typically does not coincide with \(\theta^*\) for \(i \in [N]\).

A typical method to solve Eq. (1) is federated averaging (FedAvg)\(^5\). To reduce communication budgets, only a subset of clients are selected in each communication round in FedAvg. The selected clients perform multiple local updates before these local models are aggregated to collaboratively train a global model. It is widely applied in many federated learning applications\(^6\)-\(^9\). Federated learning has been widely studied on non-IID data. Zhao et al.\(^10\) has shown that the accuracy of federated learning decreases significantly, by up to 55% for neural networks trained for highly skewed non-IID data, where each client trains only on a single class of data. Several approaches, such as CSFedAvg\(^1\) and FL+HC\(^1\), can
promote the accuracy of FedAvg on non-IID data. Some works are interested in the convergence of FedAvg on non-IID data. For instance, Li et al.[19] has developed the convergence guarantees for FedAvg estimates on non-IID data under certain regularity conditions.

A batch of recent works[16–19] analyzing the convergence of federated optimization algorithms assume that $E_i$ (number of local SGD iterations at client $i$) is identical, i.e., $E_i = E$, for any $i, j \in [N]$. However, this assumption is unrealistic for real-world datasets. The clients are usually very different. The size of datasets and the computation speeds of these clients typically vary. To make full use of the local data, we perform SGD at each client with data arriving in a given time interval. Due to the streaming data, the number of SGD iterations is proportional to the number of arrived data. Since the size of their local datasets as well as their computation speeds is different, the number of local iterations is typically different. When the batch size is the same across clients, $E$ is certainly proportional to $n_i$. In the seminal paper[2], McMahan et al. proposed federated averaging in which each client performs $E$ epochs of local updates. Then, the number of local iterations is $E_i = \lfloor n_i E / B \rfloor$ at client $i$, where $B$ is the mini-batch size, and $n_i$ is the number of samples at the $i$-th client. In this case, the number of local iterations can vary widely across clients. In short, clients update local parameters in a given time interval using datasets arrived in this period of time which makes $E_i$ proportional to $n_i$. Wang et al.[20] first analyzed FedAvg on non-IID data when the number of local SGD iterations is non-identical across clients. They have shown that the heterogeneity in the number of local iterations will result in objective inconsistency. That is, the FedAvg estimate does not converge to $\theta^\star$. Some methods that are proposed to solve non-IID data, such as FedProx[12], SCAFFOLD[8] and VRLSGD[23], can be used to reduce the inconsistency to some extent. However, these methods require additional memory and slow down the convergence. They proposed the federated normalized averaging (FedNova) algorithm which eliminates the inconsistency and preserves fast convergence.

In the big data era, many classical optimization methods for statistical problems such as gradient descent need great memory storage and computation power. Hence, online optimization methods, such as stochastic gradient descent (SGD), for statistical problems are of interest. From a statistical viewpoint, it is essential to perform confidence interval estimation in federated learning and online learning. However, only a few papers have considered the confidence interval estimation problems in online learning, and statistical estimation problems are even rarely studied in federated learning. In the online fashion, Ruppert[24] and Polyak and Juditsky[25] have proven that the averaged SGD path is asymptotically normal with unknown asymptotic covariance. To conduct online confidence interval estimation, there are many studies trying to estimate the unknown asymptotic covariance. Zhu et al.[26] introduced a fully online overlapping estimate of the asymptotic covariance using only the iterates from SGD and its non-overlapping variant. Fang et al.[27] introduced an online bootstrap procedure for estimating confidence intervals. In federated learning, Li et al.[28] showed how to perform statistical inference via Local SGD[29]. They proposed two online confidence interval estimation methods under federated settings. However, they assume that the number of local iterations is identical across clients. The identical number of local iterations violates the imbalanced nature of federated learning. More importantly, local SGD requires full client participation. The server needs to wait for the slow clients to upload the parameters if all $N$ clients participate in aggregation, which is time expensive. These slow clients are regarded as stragglers. Li et al.[30] explained that full client participation requirement in local SGD suffers from a serious "straggler effect". Meanwhile, Wang et al.[31] points out that the local SGD or FedAvg estimate does not converge to $\theta^\star$ if the number of local iterations is non-identical. Hence, it is inappropriate to estimate the confidence interval of $\theta^\star$ via Local SGD or FedAvg when the number of local iterations is non-identical on non-IID data in federated learning.

Our research aims to give a confidence interval of $\theta^\star$ in an online fashion when the number of local iterations is non-identical. We denote the global parameter at the $r$th round by $\theta^r$, and the averaged path by $\bar{\theta}_r = \sum_{r=1}^{T} \theta^r$, where $T$ is the max number of rounds. Since it is impossible to use FedAvg, we perform confidence interval estimation via rescaled FedAvg which is a special case of FedNova. Wang et al.[32] gave the convergence guarantee for FedNova with a constant learning rate. However, they did not analyze the statistical properties. In our research, we give a non-asymptotic convergence rate of the rescaled FedAvg estimate and prove that $\theta^r$ converges $\theta^\star$ in $L_2$. Moreover, we give the asymptotic distribution of the averaged estimate $\bar{\theta}_r$. Furthermore, we propose the rescaled plug-in method to estimate the confidence interval of $\theta^\star$ in an online fashion. In summary, this work makes the following contributions:

- First, under certain regularity conditions, we prove that the rescaled FedAvg estimate $\hat{\theta}^r$ is a consistent estimate of $\theta^\star$ and give a non-asymptotic convergence rate for the estimate.
- Second, we prove that $\hat{\theta}^r = \frac{1}{T} \sum_{r=1}^{T} \theta^r$ is asymptotically normal under some regularity conditions. Our research shows that the asymptotic covariance of $\hat{\theta}^r$ is inversely proportional to the client participation rate $\nu$.
- Third, we propose the separated plug-in method to construct a confidence interval of $\theta^\star$ on non-IID data when the number of local iterations is non-identical. Additionally, we experimentally prove the effectiveness of the method.

The remainder of this paper is organized as follows. Section 2 begins with some general definitions and notations used throughout the paper, and introduces the rescaled FedAvg algorithm. In Section 3, we start by stating some assumptions essential to our theoretical proofs. Then, we analyze the statistical properties of the rescaled FedAvg estimator and propose an online confidence interval estimation method. In Section 4, we will investigate the empirical performance of the proposed method in Section 3 by numerical simulation. Section 5 gives the conclusions of this research.

## 2 Problem formulation

Throughout this paper, we use the following notations. For a
vector $a \in \mathbb{R}^i$, $||a||$ is defined to be the vector $L_2$ norm $||a|| = \left( \sum_i a_i^2 \right)^{1/2}$. For vectors $x, y \in \mathbb{R}^i$, the inner product is defined as $(x, y) = \sum_i x_i y_i$. For matrix $A \in \mathbb{R}^{m \times n}$, $||A||$ is the operator norm of $A$, i.e., $||A|| = \sup_{x \neq 0} ||Ax|| / ||x||$ where $x \in \mathbb{R}^i$.

For positive sequences $(x_n)$ and $(y_n)$, $x_n = O(y_n)$ indicates that there exists a constant $C$ such that $x_n \leq Cy_n$ for large $n$. In addition, $x_n = o(y_n)$ represents $\lim_{n \to \infty} x_n / y_n = 0$. For stochastic sequences $(\alpha_n)$ and $(\beta_n)$, $\beta_n = o(\alpha_n)$ means $\beta_n / \alpha_n$ converges to 0 in probability. Moreover, we use $\rightarrow$ to denote convergence in probability, use $\Rightarrow$ to denote convergence in probability, and use $\overset{p}{\rightarrow}$ to denote almost sure convergence.

We consider the problem of performing confidence interval estimation for the federated heterogeneous optimization problem. The "heterogeneous" here means the number of local iterations is different across clients. The federated heterogeneous optimization aims to solve the following problem:

$$\theta^* = \arg \min_{\theta \in \Theta} R(\theta),$$

on non-IID data when the number of local iterations is non-identical. In this research, we suppose that the samples arrive one by one in an online fashion at each client, which is the same as Refs. [27, 29].

In the $t$th communication round, suppose that there are $E$ samples arriving sequentially at client $i$ within a given wall-clock time interval. At the $t$th client, these samples are denoted by $z_{it} = (x_{it}, y_{it})$. The sample $z_{it}$ is an input/output pair $(x_{it}, y_{it})$. As the samples arrive sequentially, the $i$-th client updates as the following formula:

$$\theta_{it+1} = \theta_{it} - \eta \nabla l_i(\theta_{it}, z_{it}), \quad k = 0, 1, \ldots, E_i - 1,$$

where $\theta_{it}$ denotes the local model parameter of client $i$ after the $k$-th local update in the $t$-th round. By convention, $\theta_{i0} = \theta$. The learning rate in the $t$-th round is $\eta$. FedAvg simply aggregates local parameter updates by averaging at the end of each round. The global parameter is updated as $\theta_{it} = \theta_{it} - \frac{1}{E_t} \sum_{i=1}^E \theta_{it}$. Here, $\Delta = \theta_{it} - \theta_{r0}$ is the local parameter update of client $i$ in the $t$-th round. As mentioned before, only a subset of clients update their local models in a round. The set of these selected clients in the $t$-th round is denoted by $S_t$. The constant $\nu$ is the fraction of updated clients. Therefore, the number of selected clients is $K = \lceil \nu N \rceil$. These clients are selected without replacement from $[N]$ with probability $(p_1, \ldots, p_N)$.

For instance, the global risk function in the linear model is

$$R(\theta) = \sum_{i=1}^N p_i \mathbb{E}_{x \sim \cdot}(\theta' x' - y')^2,$$

where $z' = (x', y')$ is the input/output pair. Suppose that the true local parameter of client $i$ is $\theta_i^*$. which means $y' = \theta_i^* x' + \epsilon'$ where $\epsilon'$ is random noise with zero mean. Consequently, the minimizer of $R(\theta)$ is $\theta^* = \frac{1}{N} \sum_{i=1}^N \theta_i^*$. Wang et al. [11] has shown that the global estimate $\theta_t$ converges to $\theta^* = \sum_{i=1}^N p_i \mathbb{E}_{z_{it}}[\theta_i^*]$. However, $\theta^* = \theta$ if and only if $E_t = E_i$ for all $i, j \in [N]$. Hence, there is inconsistency in estimating $\theta^*$ using FedAvg. It is not reasonable to construct a confidence interval using this estimate because it is not unbiased or consistent.

It is not effective to perform confidence interval estimation via a federated averaging algorithm due to the inconsistency caused by non-IID data and heterogeneity in the number of local iterations. To overcome this ineffectiveness, we have to perform confidence interval estimation via new federated algorithms.

To eliminate the inconsistency, Algorithm 1 rescales the local parameter updates and tries updating the global model parameter by averaging the rescaled local parameter updates

$$\theta_{it} = \theta_t - \frac{1}{R} \sum_{i=1}^N p_i \frac{E}{E_i} \Delta_i,$$

where $E$ is the average of $|E_i|$. We call this algorithm rescaled federated averaging (rescaled FedAvg). Actually, it is a special case of FedNova [29] which updates local parameters by stochastic gradient descent. Although the convergence of FedNova has been guaranteed, the statistical properties are still remain unexplored. Li et al. [29] allows $E_i$'s to grow with the communication rounds. From their work, growing $E_i$'s converge faster than fixed $E_i$'s in terms of communication round.

If the number of samples is the same, increasing $E_i$'s will reduce the communication round. In addition, it will enlarge the heterogeneity in the number of local iterations and slow down convergence. Thus, we set the number of local steps $E_i$'s to be identical across different rounds. In the next section, we give a non-asymptotic convergence rate of the Rescaled FedAvg algorithm. In addition, we prove the asymptotic normality of the averaged rescaled FedAvg estimate $\tilde{\theta}_t$.

**Algorithm 1: Rescaled federated averaging**

**Input:** Initial point $\theta_0$, client participation rate $\nu$, learning rates $\{\theta_t \}$.

**for** $t = 0$ to $T - 1$ **do**

Sample subset $S_t$ of $K = \lceil \nu N \rceil$ clients from $[N]$;

Communicate $\theta_t$ to all client $i \in S_t$;

**for** client $i \in S_t$ in parallel **do**

Initialize local parameters: $\theta_{i0} = \theta$;

**for** $k = 0$ to $E_i - 1$ **do**

After the sample $z_{ik}$ arriving, update local parameters:

$$\theta_{ik+1} = \theta_{ik} - \eta \nabla l_i(\theta_{ik}, z_{it})$$

Local updates: $\Delta_i = \theta_{ik} - \theta_{i0}$;

/* $E$ is the average of $|E_i|$ */

Communicate $\frac{E}{E_i} \Delta_i$ to the central server;

**end**

On the central parameter server, update global parameters:

$$\theta_{t+1} = \theta_t + \frac{1}{T} \sum_{i=1}^T \frac{p_i E}{E_i} \Delta_i$$

**end**

**Output:** $\hat{\theta}_T$ and averaged rescaled FedAvg estimator $\tilde{\theta}_t = \frac{1}{T} \sum_{i=1}^T \theta_t$.
Therefore, we construct confidence intervals online based on Rescaled FedAvg in this study.

3 Theoretical results
In this section, we first introduce some assumptions that are essential to our theoretical proofs. Second, we will prove that the rescaled FedAvg estimate is consistent. Then, we propose an online confidence interval estimation method called separated plug-in. This method leverages the asymptotic normality of the averaged rescaled FedAvg estimate.

Assumption 1. For each client \(i \in [N]\), assume that the loss function \(l_i(\cdot)\) is continuously differentiable. At client \(i\), assume that \(\mathbb{E}[\|\nabla l_i(\theta_i; z_i)\|^2] \leq G\), where \(0 < k_i < E\), and \(0 < t_i \leq T\).

Assumption 1 is also assumed in Li et al.\(^{[39]}\). Assumption 2 is standard, and is widely assumed in many papers\(^{[6,31]}\).

Assumption 2. Assume that the risk functions \(R_i(\cdot)\) are \(\mu\)-strongly convex. The loss function \(l_i(\cdot)\) is assumed to be \(L\)-average smooth, i.e., for any vectors \(\theta_i, \theta_i' \in \Theta\),

\[
\|\nabla l_i(\theta_i; z) - \nabla l_i(\theta_i'; z')\|^2 \leq L^2\|\theta_i - \theta_i'\|^2,
\]

where \(z'\) is an independent realization from \(z\).

By Jensen’s inequality, \(\{R_i(\cdot)\}_i\) are all \(L\)-smooth. The functions \(\{R_i(\cdot)\}_i\) are \(\mu\)-strongly convex and \(L\)-smooth by Assumption 2. Global risk \(R(\theta)\) is also \(L\)-smooth and \(\mu\)-strongly convex because it is a linear combination of \(\{R_i(\cdot)\}_i\).

The next assumption considers the Lipschitz continuity of \(\nabla R(\cdot)\) in the neighborhood of \(\theta^*\).

Assumption 3. Assume that the Hessian matrix of \(R(\cdot)\) exists and that there exist some \(\delta_i > 0 \) and \(L_i > 0\) such that for all \(i \in [N]\)

\[
\|\nabla^2 R(\theta_i) - \nabla^2 R(\theta)\| \leq L_i\|\theta_i - \theta\|,
\]

whenever \(\|\theta - \theta_i\| < \delta_i\).

Define \(e_i(\theta) = \nabla R_i(\theta) - \nabla R(\theta)\) to be the gradient noise at the \(i\)-th client, where \(z'\) is an independent realization from \(\rho\). Note that \(\mathbb{E}[e_i(\theta)] = 0\) for all \(\theta \in \Theta\). The covariance of the gradient noise at \(\theta^*\) is \(\mathbb{E}[e_i(\theta^*; e_i(\cdot))]\). We denote it by \(S_i\). Denote the Hessian matrix \(\nabla^2 R(\theta)\) by \(H\).

Next, we assume that the difference between the covariance of \(e_i(\theta)\) and \(S_i\) is bounded by the quadratic polynomial of \(\|\theta - \theta^*\|\).

Thus, it ensures the continuity of the covariance of \(e_i(\cdot)\) at \(\theta^*\). The term \(\|\theta - \theta^*\|^2\) controls the growth speed of the covariance.

The boundedness of the \((2 + \delta_i)\) moment of gradient noise is first assumed by Li et al.\(^{[39]}\).

Assumption 4. Assume that there exists some constant \(L_o > 0\) such that for every \(i \in [N]\),

\[
\mathbb{E}[\|e_i(\theta_i; e_i(\theta^*)) - S_i\|] \leq L_o(\|\theta_i - \theta^*\| + \|\theta_i - \theta^*\|).
\]

Moreover, suppose that there exists a constant \(\delta_2 > 0\) such that \(\sup_i \mathbb{E}[\|e_i(\theta_i)\|^2 + e_i(\theta_i)^2]\) is finite.

Assumption 5. Assume that there exists some constant \(C\) such that for all \(i \in [N]\),

\[
\mathbb{E}[\|\nabla l_i(\theta_i; z) - \nabla l_i(\theta_i; z')\|] \leq C\|\theta_i - \theta\|,
\]

where \(z'\) is an independent realization from \(\rho\).

3.1 Statistical properties
When the learning rates \(\eta^\mu_n\) satisfy some conditions, Li et al.\(^{[39]}\) established a non-asymptotic convergence rate \(\mathbb{E}[\|\theta - \theta^*\|^2] \leq C_n\eta\) for Local SGD, where \(C_n\) is a constant. Our results give a convergence rate \(O(T^{-\tau})\) for rescaled FedAvg when the learning rates are \(\eta_i = \beta^{\mu_n}\), where \(\alpha \in (0.5, 1)\) and \(\beta > \frac{2}{\mu}\). Furthermore, our results show how the difference in the number of local iterations influences the convergence.

In the SGD and local SGD algorithms and their variants, decreasing learning rates are critical. Li et al.\(^{[39]}\) has shown that FedAvg with a fixed learning rate does not converge to \(\theta^*\). To reach the minimum, the decay of learning rates is essential in FedAvg. The convergence to the optimal of Local SGD is guaranteed with a fixed learning rate when \(E = 1\) for all \(i \in [N]\). However, the FedAvg estimate \(\theta_i\) does not converge to \(\theta^*\) if \(E > 1\). Hence, the learning rates are decreasing and satisfy some regularized conditions in our analysis. We give the following theorems with decreasing learning rates.

Theorem 1. Let the learning rates be \(\eta_i = \beta^{\mu_n}\) with \(\alpha \in (0.5, 1)\), where \(\beta > \frac{2}{\mu}\). Under Assumptions 1–4, there exists a constant \(t_0\) such that whenever \(t > t_0\),

\[
\mathbb{E}[\|\theta_i - \theta^*\|^2] \leq c_\eta \eta_t,
\]

where \(c_\eta = \frac{2}{\mu} \max \left\{ \frac{2\beta^2}{1 - 2\beta}, \frac{B\epsilon R^\mu_i}{\nu(1 - 2\beta)^2} \right\}, \quad B = \frac{GL}{\nu} + \frac{C\ell^2\tau}{\nu^2}, \quad \tau = \sum_{i=1}^N E_i^2, \quad \Delta_n = \mathbb{E}[\epsilon R(\theta_i) - \epsilon R(\theta^*)], \quad C\) is a constant.

Theorem 1 in Wang et al.\(^{[28]}\) has shown that \(\min_i \mathbb{E}[\|\epsilon R(\theta_i)\|^2]\) converges to 0 with a fixed learning rate determined by \(T\). In addition, it has proven that the convergence rate is \(O(T^{-1/2})\). Nevertheless, this cannot ensure the consistency of \(\theta_i\). Compared with that, Theorem 1 showed that \(\mathbb{E}[\|\theta_i - \theta^*\|^2]\) converges to 0 with decaying learning rates.

The convergence rate is \(O(T^{-\tau})\). Moreover, our theorem is under the assumption of convexity while their work can be applied to nonconvex cases.

Theorem 1 implies that the convergence of the estimate is related to \(\nu\) and \(\{E_i^\mu_n\}_{i=1}^N\). When \(\nu\) is large, the convergence is fast. Intuitively, a large \(\nu\) indicates that more clients participate in aggregation. Consequently, the estimate converges faster with more information. From Theorem 1, \(\tau\) is a good measure to quantify the heterogeneity in the number of local iterations when \(\tilde{E}\) (the average of \(\{E_i^\mu_n\}_{i=1}^N\)) is fixed. With smaller \(\tau\), the estimate \(\theta_i\) converges faster. When there is no heterogeneity in the number of local iterations, \(\theta_i\) converges the fastest.

In a recent work, Toulis and Airoldi\(^{[39]}\) proposed the implicit SGD procedures, and analyzed the asymptotic distribution of averaged implicit SGD iterates. Similarly, Li et al.\(^{[39]}\) analyzed the asymptotic distribution of the averaged local SGD iterates on non-IID data, and performed confidence interval estimation using the asymptotic distribution. We formulate the asymptotic normality of the averaged rescaled FedAvg estimate \(\theta_i\) in the following theorem.

Theorem 2. If the learning rates are the same as those in Theorem 1 and Assumption 1–4 hold, the averaged rescaled FedAvg estimate \(\theta_i\) is asymptotically normal,
\[
\sqrt{v}(\hat{\theta}_r - \theta^*) \overset{d}{\to} N\left(0, \frac{1}{v} H^T S H^{-1}\right),
\]
where \( H = \nabla^2 R(\theta) \), \( S = \sum_{i=1}^N \frac{P_i^T}{E_i} S_i \), \( S_i = \mathbb{E}[E_i(\theta)\xi_i(\theta')]\) and \( v \) is the client participation rate.

Theorem 2 reveals that \( \hat{\theta}_r \) is asymptotically normal with an asymptotic covariance depending on \( \{E_i\}_i \), local gradient noise variance \( \{S_i\}_i \) and Hessian matrix \( H = \nabla^2 R(\theta) \). As is shown in Li et al.[36], the effect of data heterogeneity does not appear in the asymptotic distribution. However, this theorem shows that the heterogeneity in the number of local iterations appears in the asymptotic distribution.

In the federated learning system, the central server only has access to the global iterates \( \{\theta_i^*\}_i \). To construct a valid confidence interval, we may leverage the asymptotic distribution of averaged estimator \( \hat{\theta}_r \) under the federated learning constraints.

### 3.2 Separated plug-in method

To perform confidence interval estimation, a good and explicit estimate of the asymptotic covariance is necessary. There are several methods[28,36,11,31,43] to estimate the asymptotic covariance in the SGD statistical inference problem. However, these methods cannot be directly applied in federated settings.

From Theorem 2, the asymptotic covariance is determined by the second order derivative \( H \) and the covariance of stochastic gradient error \( S_i \). Note that \( S_i \) is different from the covariance of \( \xi_i(\theta') \). Hence, we separately estimate \( S_i \) and \( H \) to construct an estimate of the asymptotic covariance instead of estimating the asymptotic covariance directly. More precisely, we can separately estimate each \( S_i \) by some estimate \( \hat{S}_i \) and use \( \sum_{i=1}^N \frac{P_i^T}{E_i} \hat{S}_i \) as an estimate of \( S \).

We assume that \( \{\xi_i\}_{i = 1, \ldots, N} \) are IID from the local data distribution \( \rho \). In the \( t \)-th round, the input/output pairs \( \xi_i^t, \xi_i^t, \ldots, \xi_i^t \) arrive at client \( i \) sequentially, which simulates real-world data streams such as mobile phone data and IoT device data. In addition, we assume that \( \xi_i \) from distribution \( \rho_i \) is independent with \( \xi_j \) from distribution \( \rho_j \) if \( i \neq j \).

Since \( \theta_r \) converges to \( \theta^* \) in probability, an intuitive way to estimate \( H \) is to use the sample estimate

\[
H_r = \frac{1}{vT} \sum_{t=1}^T \sum_{i=1}^N \frac{p}{E_i} \nabla^2 l(\theta_t; \xi_i^t),
\]
where \( S_i \) is the set consisting of clients participating in the \( t \)-th aggregation step and \( v \) is the fraction of participating clients. Due to partial client participation, the information about the second-order derivatives of all clients is not always accessible. For this reason, we only have access to the derivatives of clients that are selected in the current round. In fact, the probability of each client being selected in a round is \( v \). The expectation of the number that a client has been chosen in the training process is \( vT \).

The estimation of \( S \) is similar to the estimation of \( H \) but there are some additional problems in estimating \( S \). First, we rewrite \( S \) as

\[
S = \mathbb{E}[\nabla l(\theta; \xi)]\nabla^2 R(\theta)]^{-1}[\nabla^2 R(\theta)]^{-1}. \quad (3)
\]

Due to the features of federated learning, we cannot directly estimate \( S \). An estimate of \( S \) can be obtained by combining estimates of \( S \). As is known before, partial participation makes direct estimation of \( \nabla R(\theta) \) difficult. More importantly, it is infeasible to calculate the expectation of local loss functions. We then estimate \( S \) by

\[
S_{\tau} = \frac{1}{vT} \sum_{t=1}^T \frac{P_i}{E_i} \nabla^2 l(\theta; \xi_i^t)\nabla^2 R(\theta)]^{-1}[\nabla^2 R(\theta)]^{-1}, \quad (4)
\]

where \( g_{\tau} \) is the \( 1 \)-th coordinate of \( g_{\tau} \) and \( \xi_i \) are independent realizations from \( \rho_i \). An advantage of the above estimate (4) is that it can be updated online, which is the main purpose of rewriting \( S \).

Since \( S \) is a linear combination of \( \{S_i\}_i \), it is natural to estimate \( S \) by

\[
S_{\tau} = \sum_{i=1}^N \frac{P_i}{E_i} S_{\tau i}, \quad (5)
\]
where \( S_{\tau i} \) is estimated in Equation (4).

From the above discussion, \( H_r \) and \( S_r \) are estimates of \( H \) and \( S \), respectively. Furthermore, \( H_r \) and \( S_r \) can be updated recursively in the spirit of SGD. Next, we prove the consistency of the two estimates under some additional assumptions in addition to Assumption 1–4. Assumption 5 assumes that the second-order derivatives of local risk functions \( R_i(\cdot) \) in the neighborhood of \( \theta^* \) are Lipschitz continuous. This assumption is critical in the following theorem.

**Theorem 3.** Under Assumptions 1–5, \( H_r \) and \( S_r \) are estimates of \( H \) and \( S \), respectively. Furthermore, \( H_r \) and \( S_r \) can be updated recursively in the spirit of SGD. Next, we prove the consistency of the two estimates under some additional assumptions in addition to Assumption 1–4. Assumption 5 assumes that the second-order derivatives of local risk functions \( R_i(\cdot) \) in the neighborhood of \( \theta^* \) are Lipschitz continuous. This assumption is critical in the following theorem.

**Corollary 1.** Under the same assumptions as Theorem 3,

\[
\mathbb{E}\left(\hat{\theta}_r - \theta^*; \xi_i \right) \leq \frac{\hat{\theta}_r - \theta^*}{\sqrt{vT}} + \frac{\hat{\theta}_r - \theta^*}{\sqrt{vT}} \Rightarrow 1 - \alpha,
\]

where \( \epsilon \) is the \( 1 - \alpha \) quantile of standard normal distribution, and \( \hat{\theta}_r \) and \( \theta^* \) are independent. When \( E_i = E \) for all \( i \) and \( v = 1 \), there is no need to estimate \( S \) separately. In this case, the covariance becomes \( \frac{1}{E} H^T S H^{-1} \), where \( S \) is the covariance of gradient noise. This is the same as that in Li et al.[36].

### 3.3 Other methods

In addition to the separated plug-in, we extend the random scaling method which is proposed by Lee et al.[14] and extended to the federated setting by Li et al.[36]. We theoretically prove that the random scaling method is also effective in our setting. In the previous subsection, we propose the separated plug-in method and give the statistical properties of the proposed estimate \( \hat{\theta}_r \) and \( \hat{\theta}_r \). In fact, the asymptotic normality of \( \hat{\theta}_r \) can be extended to a more general form. The following theorem is a general case of Theorem 2.
Algorithm 2: Separated plug-in method

Input: Participation rate \( \nu \), number of clients \( N \), learning rates \( \{\eta_i\}_{i=1}^T \).

for \( t = 1 \) to \( T \) do

Sample a subset of clients from \( [N] \) denoted by \( S_t \) with \( |S_t| = \lceil \nu T \rceil \);

for each client \( i \in S_t \) in parallel do

Initialize local parameters \( \theta_{i0} = \theta_i \);

Update estimators:

\( S_t = S_{t-1} + \{[\nabla l_i(\theta_{t-1}; z_{t-1})] | \nabla l_i(\theta_{t-1}; z_{t-1})\} \)

\( H_{i} = H_{i-1} + \nabla^2 l_i(\theta_{t-1}; z_{t-1}) \)

\( g_{i,k} = t_1 + \frac{1}{t} \nabla l_i(\theta_{t-1}; z_{t-1}) \)

for \( k = 0 \) to \( E_i - 1 \) do

Update \( \theta_{i,k+1} = \theta_{i,k} - \eta_i \nabla l_i(\theta_{i,k}; z_{i,k}) \);

end

Send parameter update \( \Delta_i = E_i (\theta_{i,T} - \theta_i) \) to server;

end

Server update global parameter by \( \theta_{t+1} = \theta_t + \sum_{i \in S_t} \Delta_i \);

end

Send \( \theta_T, S_T, H_T \) and \( g_T \) to the server. Compute \( H_T \) and \( S_T \) following Eqs. (2) and (5);

Output: \( \hat{\theta}_T = \sum_{i=0}^{T-1} \theta_i, H_T \) and \( S_T \);

Theorem 4. Under the same assumptions as Theorem 1, the following random function weakly converges to a scaled Brownian motion as \( T \to \infty \), i.e.,

\[
\frac{1}{\sqrt{T}} \sum_{i=1}^{T} (\theta_i - \theta_0) \Rightarrow \mathcal{N} \left( \mathbb{E} \mathcal{N}(0; \mathbf{I}) \right),
\]

where \( \mathcal{N}(\cdot; \cdot) \) denotes \( p \)-dimensional standard Brownian motion, \( \mathbb{E} \) is the same as that in Theorem 2, \( \mathbf{H} = \nabla^2 \mathbb{E}(\theta) \) and \( \nu \) is the client participation rate.

Based on Theorem 4, we can then construct a confidence interval using an online procedure the same as Algorithm 2 in Li et al.\textsuperscript{39}.

4 Numerical studies

The numerical studies are divided into three parts. In the first part, we will research on how the heterogeneity in the number of local iterations influences the convergence on simulated data. In the second part, we compare the separated plug-in method with the random scaling method to show the effectiveness of the proposed method on simulated data. In the last part, we show how to use the proposed method on two real datasets.

4.1 Effect of the heterogeneity in the number of local iterations

The first simulation experiment shows how the heterogeneity in the number of local iterations influences the convergence in linear regression. The feature space here is \( \mathbf{X} = \mathbb{R}^p \), and the label space is \( \mathbf{Y} = \mathbb{R} \), where \( p = 5 \). For simplicity, we do not consider intercepts. Hence, the parameter space is \( \Theta = \mathbb{R}^p \).

We set the learning rates as \( \eta_i = 0.2 \cdot i^{-0.5} \) in this experiment.

At client \( i \), the true model parameter \( \theta_i \) is generated from \( \mathcal{N}(0, I) \). The input/output pair \( z_{i,t} = (x_{i,t}, y_{i,t}) \) is a realization from local data distribution \( \rho \). Here \( x_{i,t} \) is generated from multivariate normal distribution \( \mathcal{N}(0, I) \) and the response \( y_{i,t} \) is generated according to the linear model \( y_{i,t} = (\theta_i^\top x_{i,t}) + \epsilon \) where \( \epsilon \sim \mathcal{N}(0, 1) \). The average number of local iterations is fixed at 4. Instead, we set different degrees of heterogeneity in the number of local iterations. We set three different degrees of heterogeneity ("Balance", "Small", "Large"). Note that we have a measure \( \tau = \sum_{i=1}^N E_i \) to quantify the heterogeneity in the number of local iterations. In the "Balance" case, the number of local steps is \( E_i = 4 \) for all \( i \in [N] \). The measure is 160 in the "Balance" case. In the "Small" case, the number of local iterations \( [E_i] \) is IID from a discrete uniform distribution on \([3, 4, 5]\). The expected measure is \( \mathbb{E} \tau = 500/3 \) in this case. In the "Large" case, the number of local steps \( [E_i] \) is IID from a discrete uniform distribution on \([1, 2, 3, 4, 5, 6, 7]\), and the measure is \( \mathbb{E} \tau = 200 \) in this case.

The results are in Fig. 1.

From Fig. 1, \( \hat{\theta}_T \) converges the fastest in the "Balance" case. In the "Large" case, \( \mathbb{E} \tau \) is the largest in the three cases and the estimate converges the most slowly. This indicates that the heterogeneity in the number of local iterations slows down convergence. The empirical results coincide with the theoretical results in Theorem 1.

4.2 Separated plug-in and random scaling

In the second simulation experiment, we show the effectiveness of the proposed separated plug-in method. In the experiment, the nominal coverage probability of the confidence intervals is 95% in both linear regression and logistic regression models. The learning rates are set to \( \eta_i = 0.2 \cdot i^{-0.5} \) in linear regression and \( \eta_i = 0.5 \cdot i^{-0.5} \) in logistic regression, which is fine tuned in advance. Here, \( z_{i,t} = (x_{i,t}, y_{i,t}) \) is an input/output pair. The predictors \( x_{i,t} \) is generated from \( \mathcal{N}(0, I) \) and the response \( y_{i,t} \) is generated according to the local model,
where $p = 5$. Assume that samples from different clients are independent and samples from the same client are IID. Details about the data generating and parameters generating approach are as follows:

- In the linear regression, the response at each client is generated according to $y_{i,t} = (\theta^\top x_{i,t}) + \epsilon_{i,t}$, where $\epsilon_{i,t}$ is IID from $N(0,1)$. The true local parameters $\theta_i$ and $x_{i,t}$ are both generated from $N(0,1)$. In this case, the minimizer $\theta^\star$ is the average of $[\theta_1^\top, \ldots, \theta_T^\top]^\top$.

- In the logistic regression, the response $y_{i,t}$ is generated to be 1 with probability $\sigma((\theta^\top x_{i,t}))$ and 0 with probability $1 - \sigma((\theta^\top x_{i,t}))$. The true local model parameter $\theta_i$ is also generated from $N(0,1)$. The first 5 clients have parameter $\theta^{\text{true}}$ and the rest have the same parameter $\theta^{\text{true}}$. To calculate the empirical coverage rate, we have to precisely compute the minimizer $\theta^\star$. We use the stochastic gradient descent method to iteratively estimate $\theta^\star$ in a centralized setting on a dataset that is a mixture of data from client 1 and client 6. Half of the dataset is from client 1, and the rest is from client 6.

In both linear and logistic regression, we generate $[E_i]_{i=1}^T$ from a discrete uniform distribution on $[1, \ldots, 5]$. Naturally, the parameter space is $\Theta = \mathbb{R}^p$ since we do not have intercepts in linear regression and omit the constant term in logistic regression here.

In both cases, the coverage rate and the average radius of the confidence intervals are two main aspects used to evaluate the effectiveness of the methods. The coverage rate and the average radius is computed by averaging based on 1000 replications.

**Linear regression:** Tables 1 and 2 show the empirical performance of the two methods with different participation rates and different maximum numbers of rounds $T$. Both random scaling and separated plug-in have good performance in the linear regression model with different participation rates.

From the two tables, the average radius of the separated plug-in method is smaller than that of random scaling. Furthermore, the standard deviation of the plug-in confidence interval radius is much smaller than that of random scaling. This is because the plug-in method takes advantage of the first and the second derivative information, while random scaling only uses first-order derivatives.

From Table 1, the average radius decreases as $T$ increases. Similarly, the average radius is smaller with more clients participating. For instance, the average length of $\nu = 0.2$ is approximately 1.4 times the average radius of $\nu = 0.4$. This is consistent with the theoretical results. The two methods have similar average coverage rates under linear regression.

**Logistic regression:** In Tables 3 and 4, the plug-in method also has a smaller average radius and standard deviation than that of random scaling. The random scaling and separated plug-in methods also have similar coverage rates. The coverage rates of both separated plug-in and random scaling are close to the nominal coverage rate of 95% under the logistic regression model. In the logistic regression model, the average radius of the confidence interval also decreases as $T$ and $\nu$ increase.

The above experiments showed that the two methods are efficient and applicable in this problem. The separated plug-in method constructs a smaller confidence interval and the standard deviation of the radius is smaller than that of random scaling. In addition, the two methods have approximate empirical coverage rates. Hence, the separated plug-in is better than random scaling considering the empirical coverage rate and averaged radius.

### 4.3 Real data applications

In this section, we apply our proposed methods to conduct confidence interval estimation in linear regression for the power consumption of the Tetuan city dataset. In logistic regression, we conduct confidence interval estimation for the skin segmentation dataset.

The power consumption of the Tetuan city dataset is related to the power consumption of three different distribution networks of Tetouan city, which is located in northern Morocco. This dataset consists of 52416 samples. We fit a federated linear model to investigate how the variables “temperature”, “humidity”, “wind speed”, “general diffuse flows” and “diffuse flows” influence the response variable “Zone 1 Power Consumption”. To simulate the non-IIDness and heterogeneity in the number of local iterations, we allocate the dataset into 10 clients according to the variable “DateTime”. The time of a day is divided into 10 parts: Hour 0–1, Hour 2–4, Hour 5–7, Hour 8–10, Hour 11–13, Hour 14–16, Hour 17–19, Hour 20–23. Each client only possesses samples in specific hours. For example, the 1st client only have samples in Hour 0–1.

The Skin Segmentation dataset is constructed over B, G, R color space. Skin and Nonskin dataset is generated using skin textures from face images of diversity of age, gender, and race people. This dataset has 245057 samples and each sample labels with “skin” or “non-skin”, out of which 50859 is the “skin” samples and 194198 is “non-skin” samples. We fit a logistic model to observe the relationship between the indicator of skin and the three predictors, B, G and R. The dataset is also partitioned into 10 parts, each part is related to a client. The dataset at each client is 20000, 30000, 10000, 40000, 4000, 20000, 30000, 10000, 20000, 45057.

Corresponding to the related hours, the number of local iterations is 2, 3, 1, 4, 2, 2, 3, 1, 2, and 4 in linear regression. So the total number of rounds is $T = 2184$. The learning rates are still $\eta = 0.2\nu^{\text{true}}$. For logistic regression, we follow the same setting in the previous simulated data experiment. The learning rates are set to be $\eta = 0.5\nu$. The total number of rounds is $T = 5000$ in this case, and the number of local iterations is 4, 6, 2, 8, 8, 4, 6, 2, 4, and 9, in accordance. The participation rate is $\nu = 0.5$ for both cases to get better performance according to the previous simulated data experiment. The results of our real data analysis are in Tables 5 and 6.

From Table 5, we see that the power consumption in Zone 1 is greatly influenced by the “temperature”. From Table 6, we conclude that the variable $B$ is positively related to the response and the other two variables $G$ and $R$ are negatively related to the response.

---


Table 1. Separated plug-in method in linear regression based on 1000 replications, in brackets are the standard deviations.

<table>
<thead>
<tr>
<th>Items</th>
<th>$\nu$</th>
<th>$T = 1000$</th>
<th>$T = 2000$</th>
<th>$T = 3000$</th>
<th>$T = 4000$</th>
<th>$T = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td>0.2</td>
<td>0.934</td>
<td>0.942</td>
<td>0.950</td>
<td>0.949</td>
<td>0.952</td>
</tr>
<tr>
<td>rate</td>
<td>0.3</td>
<td>0.958</td>
<td>0.944</td>
<td>0.953</td>
<td>0.955</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.948</td>
<td>0.934</td>
<td>0.943</td>
<td>0.957</td>
<td>0.949</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.953</td>
<td>0.956</td>
<td>0.951</td>
<td>0.949</td>
<td>0.951</td>
</tr>
<tr>
<td>Average</td>
<td>0.2</td>
<td>10.830(0.616)</td>
<td>7.587(0.297)</td>
<td>6.116(0.196)</td>
<td>5.325(0.149)</td>
<td>4.757(0.120)</td>
</tr>
<tr>
<td>radius</td>
<td>0.3</td>
<td>8.725(0.377)</td>
<td>6.140(0.193)</td>
<td>5.004(0.131)</td>
<td>4.328(0.097)</td>
<td>3.867(0.077)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>7.532(0.298)</td>
<td>5.299(0.148)</td>
<td>4.319(0.098)</td>
<td>3.736(0.072)</td>
<td>3.340(0.058)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>6.712(0.223)</td>
<td>4.733(0.114)</td>
<td>3.860(0.075)</td>
<td>3.339(0.057)</td>
<td>2.985(0.045)</td>
</tr>
</tbody>
</table>

Table 2. Random scaling method in linear regression based on 1000 replications, in brackets are the standard deviations.

<table>
<thead>
<tr>
<th>Items</th>
<th>$\nu$</th>
<th>$T = 1000$</th>
<th>$T = 2000$</th>
<th>$T = 3000$</th>
<th>$T = 4000$</th>
<th>$T = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td>0.2</td>
<td>0.955</td>
<td>0.937</td>
<td>0.934</td>
<td>0.942</td>
<td>0.952</td>
</tr>
<tr>
<td>rate</td>
<td>0.3</td>
<td>0.937</td>
<td>0.948</td>
<td>0.944</td>
<td>0.944</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.938</td>
<td>0.948</td>
<td>0.948</td>
<td>0.951</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.940</td>
<td>0.935</td>
<td>0.946</td>
<td>0.952</td>
<td>0.955</td>
</tr>
<tr>
<td>Average</td>
<td>0.2</td>
<td>16.430(8.498)</td>
<td>10.960(4.857)</td>
<td>8.749(3.605)</td>
<td>7.507(3.157)</td>
<td>6.536(2.734)</td>
</tr>
<tr>
<td>radius</td>
<td>0.3</td>
<td>11.790(5.347)</td>
<td>8.297(3.604)</td>
<td>6.760(2.816)</td>
<td>5.754(2.384)</td>
<td>5.145(2.193)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>9.865(4.311)</td>
<td>6.866(2.904)</td>
<td>5.678(2.228)</td>
<td>4.874(2.051)</td>
<td>4.318(1.797)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>8.665(3.556)</td>
<td>6.056(2.538)</td>
<td>4.980(1.982)</td>
<td>4.313(1.739)</td>
<td>3.851(1.503)</td>
</tr>
</tbody>
</table>

Table 3. Plug-in method in logistic regression based on 1000 replications, in brackets are the standard deviations.

<table>
<thead>
<tr>
<th>Items</th>
<th>$\nu$</th>
<th>$T = 1000$</th>
<th>$T = 2000$</th>
<th>$T = 3000$</th>
<th>$T = 4000$</th>
<th>$T = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td>0.2</td>
<td>0.944</td>
<td>0.949</td>
<td>0.939</td>
<td>0.955</td>
<td>0.946</td>
</tr>
<tr>
<td>rate</td>
<td>0.3</td>
<td>0.938</td>
<td>0.942</td>
<td>0.945</td>
<td>0.945</td>
<td>0.958</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.941</td>
<td>0.942</td>
<td>0.952</td>
<td>0.955</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.956</td>
<td>0.944</td>
<td>0.954</td>
<td>0.944</td>
<td>0.956</td>
</tr>
<tr>
<td>Average</td>
<td>0.2</td>
<td>8.248(0.287)</td>
<td>5.773(0.135)</td>
<td>4.690(0.088)</td>
<td>4.051(0.064)</td>
<td>3.616(0.051)</td>
</tr>
<tr>
<td>radius</td>
<td>0.3</td>
<td>6.651(0.179)</td>
<td>4.668(0.088)</td>
<td>3.800(0.059)</td>
<td>3.286(0.043)</td>
<td>2.935(0.035)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>5.718(0.135)</td>
<td>4.027(0.064)</td>
<td>3.280(0.044)</td>
<td>2.837(0.033)</td>
<td>2.536(0.026)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>5.087(0.109)</td>
<td>3.587(0.051)</td>
<td>2.924(0.034)</td>
<td>2.531(0.026)</td>
<td>2.099(0.020)</td>
</tr>
</tbody>
</table>

Table 4. Random scaling method in logistic regression based on 1000 replications, in brackets are the standard deviations.

<table>
<thead>
<tr>
<th>Items</th>
<th>$\nu$</th>
<th>$T = 1000$</th>
<th>$T = 2000$</th>
<th>$T = 3000$</th>
<th>$T = 4000$</th>
<th>$T = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td>0.2</td>
<td>0.941</td>
<td>0.944</td>
<td>0.938</td>
<td>0.953</td>
<td>0.951</td>
</tr>
<tr>
<td>rate</td>
<td>0.3</td>
<td>0.942</td>
<td>0.948</td>
<td>0.947</td>
<td>0.945</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.953</td>
<td>0.958</td>
<td>0.949</td>
<td>0.952</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.945</td>
<td>0.944</td>
<td>0.944</td>
<td>0.947</td>
<td>0.948</td>
</tr>
<tr>
<td>Average</td>
<td>0.2</td>
<td>9.904(4.834)</td>
<td>7.090(3.315)</td>
<td>5.876(2.759)</td>
<td>5.099(2.364)</td>
<td>4.563(2.075)</td>
</tr>
<tr>
<td>radius</td>
<td>0.3</td>
<td>7.819(3.713)</td>
<td>5.868(2.770)</td>
<td>4.836(2.220)</td>
<td>4.170(1.875)</td>
<td>3.691(1.619)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>6.924(3.392)</td>
<td>5.003(2.282)</td>
<td>4.104(1.805)</td>
<td>3.551(1.502)</td>
<td>3.232(1.406)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>5.993(2.809)</td>
<td>4.213(1.889)</td>
<td>3.506(1.556)</td>
<td>3.139(1.405)</td>
<td>2.852(1.269)</td>
</tr>
</tbody>
</table>

5 Conclusions

This study shows how to perform online confidence interval estimation for federated heterogeneous optimization problems. We first proposed the rescaled FedAvg to estimate $\theta^*$. The research gives a nonasymptotic convergence rate of the
estimate. This result also revealed that the heterogeneity in the number of local iterations slows down the convergence. Furthermore, we proved that the averaged rescaled FedAvg estimate is asymptotically normal with unknown covariance. Based on its normality, we proposed the separated plug-in method to estimate the asymptotic covariance. The separated plug-in method estimates the covariances of local gradients separately, and constructs an estimate of the asymptotic covariance matrix by these estimates. Additionally, we have proven a functional CLT and applied it to extend the random scaling method to the federated heterogeneous setting. Finally, the simulation showed that the heterogeneity in the number of local iterations slows down the convergence, and investigated the empirical performance of the two methods via the Monte-Carlo experiment. The simulation results have shown that the plug-in interval has a smaller radius than the random scaling interval, and is more stable. From the experiment, the average length of the confidence interval decreases when performing more aggregations. In addition, the average length and its variance will decay if there are more clients participating in the aggregation step each round.
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