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Abstract: A new algorithm is proposed to detect and extract in real-time signals with fundamental
and harmonic wave components in the power grid, which is applicable to power measurement.
The proposed method is based on the concept of adaptive filter, and adaptively decomposes the
measured power signal into its constituting components, resulting in a fast convergence rate. The
fundamental and harmonic wave components in the power grid can be decomposed into a series of
sinusoidal signals. The frequency of the power grid is measured by energy operator. A model of
voltage and current wave in the power grid is constructed, a new step-size LMS algorithm for
improving the adaptive filter is proposed and the stability of the proposed method is discussed.
The effectiveness of the proposed method is demonstrated by simulation examples.
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0 Introduction

In recent years, electrical harmonic pollution
is becoming increasingly serious due to the
extensive use of nonlinear components in electric
devices. It has become a threat to power system by
deteriorating the quality of electric energy and the
safe and economical operation of power systems.
Hence, accurate parameter measurement becomes
important for the control and protection of the
power grid. The large-scale nonlinear loads of the
grid in modern power transmission can cause

severe harmonic pollution as well as deviation from

the grid frequency mnormally about 50Hz,
Therefore, the measurement of the grid power in
the presence of nonlinear loads disturbance

becomes a severe challenge.

A great number of techniques have been
proposed to analyze harmonics, including the fast
Fourier transform (FFT); the phase-lacked-loop
technique; wavelet transform and artificial neural
networks in power system measurements, etc.
However, FFT is accurate only when the sampling
theorem is satisfied and sampling frequency is
synchronized with the analog signal frequency (i.
e. ,» integer number of samples in an integer
number of cycles). The synchronized sampling is
merely theoretical, because of either the practical
requirement of processing finite-duration records or
unknown fluctuations of the input analog signal
When

synchronized with the concerned analog signal

frequency. sampling frequency is not
frequency, error arises because of the well-known
leakage effect and grid effect. Generally speaking,
the FFT method can lead to spectrum leakage and
the veracity is based on the length of the measured
power signal. This unavoidably decreases the
accuracy between the real and the reference
signals, thus making accurate measurement of
power grid signal unattainable. The error is
escalated under dynamic states, especially if there
are harmonics or fluctuations in the amplitude of

the signal. As a result, the errors in the frequency

estimation may become too large. In ', several
window functions based on the FFT method were
compared and a polynomial approximation method
was proposed to further reduce leakage and noise
interference. In'?', the leakage phenomenon of
FFT was discussed and a new algorithm, poly-item
cosine window interpolation, was proposed to
reduce the leakage and constrain the interference
among harmonics and noises. However, the
interpolation algorithm based on windowing FFT
was too time-consuming to be used on-line due to
requirements of large number of samples and the
difficulty in solving the interpolation equation.
Other methods also have their deficiencies.
Methods based on ANF were very complex and

difficult to implement in practice” *,

with an
unverified influence between adaptive notch filters.
The band-pass filter required a high order for
measurement accuracy, which thus posed challenges to
the computational resources as well as the distortion
signal due to the additional phase shift effect®. The
characteristic of wavelet transform and neural network
methods was difficult computation for real-time
implementation' %!
filter in PLL (Phase Locked Loop) was set relatively
low in order to achieve good filtering. However, the

affected the

characteristics of the detection system.

. The cut off frequency of low-pass

low cut off frequency dynamic

In this work, a new method is proposed to
extract in realtime the fundamental wave and every
harmonic wave in-time without knowing the
frequency of the power grid a priori. The method
has a simple structure and can be readily
implemented in practice. The energy operator is
applied to estimate the frequency of the power
grid. We by both

theoretical analysis and numerical simulations.

2  Model of fundamental and harmonic
ware

verify the effectiveness

A distorted current or voltage wave can be

[13]

expanded into Fourier series''”, as follows,
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i) = D) LisinChat + ¢1) (D
h=1
(1) = > V,sinChw,t +0,) (2

h=1
where I, is the h-th peak harmonic current, v, is

the A-th peak harmonic voltage, ¢, and 6, are h-th
harmonic current and voltage phase, respectively,
and w, is the angular frequency of the fundamental

wave. The above equations can be transformed to

HOE WA (3)
h=1

o) = Do 4)
h=1

where 7, (1) = I;sin (hwot + @) s v, =V, sinChwt
+0,). When h =1, ¢, (¢) and v, (z) are the
fundamental current and voltage, respectively.
The distorted factor of voltage is defined as
the total harmonic distortion of voltage THD,,

which can be calculated as follows,

= v
2 — ms o
,Z;Vh /V—lm 1 %

where V| is the peak value of the fundamental

V] ms Vl and Vrms - / Zzy;]vim\s-

Therefore, a voltage or current signal of the power

L
THD, =

wave,

grid can be decomposed into many integer frequency
components, 1. e. V (1) =v, +v, +Fvy, +e, [@)=
ittt e, h=1,2,000

For an unsteady distort signal, the power grid

model can be reduced as in Fig. 1.

Au(t)

—
i(t)

A wo

Fig. 1 Reduced model of the power grid
The voltage and current can be written as
follows:
u, (1) = w (1) + ua (D (6)
i) =4 + i, (0
where u; (¢) and u, (¢) are the fundamental and

distorted wave voltage, respectively, and 7; () and

iy (t) are the fundamental and distorted wave

current, respectively.

Originnal input dik 8
signal ®

xi/(K)

__ reference input i
signal N wi/(k)

varialble

Fig. 2 Schematic diagram of the filter
Based on the power theory, instantaneous
power can be obtained as follows:
P () = u, (1) X i(p) €))
and then
Pa ()= [y (D Fua (1) L1 (DFia (D) ]=
w ()11 (D) F wr (Dig (D wg (i (D) ug (1)ia (1)
= p1 (O pra O+ pa (D pa () 9
Thus, the mean power is
-
P, = %J P (Hdt =

0
T

J[Pl () + pra ()+ par (1)+ Pd(l‘)]dt =

0

1

T

P, +Py+ Py + Py QL))

where Py, Py, P,s and P, are the fundamental

wave power, power generated by fundamental

wave voltage and distorted wave current, power

generated by distorted wave voltage and

fundamental wave current and power generated by

distorted wave voltage and distorted wave current,

respectively. P, is also referred to as the distorted
power.

By the analysis of the power trend direction,
the following conclusions can be acquired; P,>0,
i. e., the fundamental wave power is positive;
P,,=0, i e., the power generated by fundamental
wave voltage and distorted wave current is non-
negative; P, <C0, i. e., the power generated by
distorted wave voltage and fundamental wave
current is non-positive; and P, <0, i. e., the

Therefore the

reasonable grid power P can be calculated as

distorted power is negative.

follows,
P:P1+Pld+Pdl+Pd:
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(Py+Py+Pu+P,+P,) — P, =
P,—P, (1D
where P, is real measure power of a system and P,
is the distorted power. The above equation is the

foundation of the analysis in this work.

3 Design of the adaptive filter based
on variable step-size LMS

It is proposed that a new adaptive filter based
on a variable step LMS, the structure of which is
shown in Fig. 2. After sampling the original input
signal, d(k) can be obtained. The reference input
signal contains h pure sine wave with A times
frequency of current fundamental wave, dispersed
into a; (k) yaro (k) s ovey &, (R wy (B) s wo (k) ,y oo,
x, (k) are weight values with two free degrees.
Therefore after the combination of sine wave
amplitude and phase angle, it is easy to keep the
original input amplitude and phase angle d (k) and
reference input y (k) the same, that is, the final

output e(k) convergences to zero. We have

V(B = D0 Gy (k) l
e(k) = d(k) — y(k)
w(k) = a X [sin(f X jle(k)j? —x/2) —Fl][
w, (k1) = w0, (B) + u(Be(R) 2 (k)

(12)

where u(/e)g[oa 1

max

) is the variable step-size,

and A, is the largest eigenvalue of autocorrelation

matrix of the input signal. Based on Eq. (12),

we obtain
u(k) = a X [sin(f x| (e(k) |" —n/2) +1]<a
(13)
where w, is the desirable weight vector.
Then
wk + 1) =wlk+1) —w, =
wlk) +ulk)e(k)x(k) —w, =
Aw (k) + ulk)e(R)x(k) <
Aw (k) + ae(k)x(k) =
14)

Mw (k) + ax () [ x(B)Tw, + n(k) —
() Tw(k) ] =

Nw (k) + ax (k) [ ey (B) — x(k)Tw(k) ] =
[ —ax (B)x" (k) JAw (k) 4 aey (k) x (k)

where e, (k) is the optimal output error, which can
be written as:

eo (k) = d(k) —wi (R x(k) =

we (k) +n(k) —wlx(k) = n(k)

where n (k) is the measurement white noise with

(15)

zero mean and the variance 2. This is an adaptive
(time-varying) algorithm about the the discrete
frequency response of the original adaptive filter.
To analyze this, consider the averaged system
corresponding to Eq. (14).
eo (k) = E[I—ax () x" (k) JAw (k) +
Eue, (k) x(k) =
LI —aE[x(k)x" (k) JE[Mw (k)] = (16
LI —aE[x(k)x"(B) ] "ME[Aw(0) ] =
(I —aR)*E[ Aw (0) ]
where R = E[x(b)xT (B)].
E[Q"w(k+1)] = UT—aQRQ) X E[Q"Aw (k)]
= E[M0'(k+ 1] =AXE[Aw' (&) ]
= A" E[w' (0)]

an
where,
1—ai, 0 0
A 0 1—.a11
0 0 1l—aiy

Q is the diagonalizable matrix of R, Q"w (k)=
Aw' (k). Then Eg. (17) can be written as:
ElAw'(h+ 1] = A E[A0’(0)]  (18)

In order to ensure the convergence of Aw' (k+1),

[1—ar, | <1, so O<a<%, Amax =max{A, ), n=0,
1, 2, ==5 N, A, is the eigenvalue of the input signal
autocorrelation matrix.

LMS
requires that the step-size of LMS algorithm be

C T . 1
within certain limits, i. e. , O<a<r
max

u (k) is the factor controlling the convergence

The convergence of the algorithm

speed. To study the value change with variation of
a and f, simulations have been done. As Fig. 3
shows, a has an important effect on the algorithm
speed. The bigger a is, the larger the initial step
is, and the faster the iteration speed. As Fig. 4
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1.5 — time resolution than other classical demodulation
- approaches such as the Hilbert transform.
z2 4.1 Continuous-time
1t .
The teager energy operator, W[ « |, defined
£ for continuoustime signal x (z) as follows, can
05k track the energy and identify the instantaneous
\ / amplitude and frequency,
o \\ A Yx(] = 20x(] —x@) XX
(19)

T 08060402 0 02 04 06 08 1
elr

Fig.3 a=1, as e(n) changed, the curve

of u(n) along with the change of f

3.5 -
! a=0.5
\ a=1
3r a=15
a=2
2.5
o)
£
S
1.5p

e/r

Fig. 4 f=1, as e(n) changed, the curve
of u(n) along with the change of f
shows, f has an important effect on the way of
convergence. A bigger f makes the convergence of
e (k) non-smooth. In addition, a should be
appropriately selected for a stable result.

In the above design, the system arrives at the
steady state, i.e. e(k)—=>0, d(B)—>y(k) =21 w,
(R)x;, (k). Thus every harmonic component can be
extracted accurately, i.e. , v, (k) =w, (k) Xz, (k) ;
h=1,2,-
factor THDy, THD;, the fundamental wave power

-, N, and then the harmonic distorted

P, and the distorted power P, can be calculated.

4 Frequency estimation of the signal
in power grid
Energy operator can be used to calculate the
frequency and amplitude for AM-FM. The energy

(ESA) is a
demodulating technique for AM-FM demodulation.

separation algorithm simple

It is less computationally complex and has better

Yix()] = 2[x)*x() X x()

where x (1) and x(z) are the first and the second
time derivatives of x(#), respectively.

An important aspect of teager energy operator
is that it is almost instantaneous, because only
three samples are required for the energy
computation at each time instant. This excellent
time resolution provides us with the ability to
capture the energy fluctuations. Furthermore, this
operator is very easy to implement efficiently. The
ESA developed in Ref. [11] uses teager energy
operator to separate x (z) into its amplitude
envelope |a(¢) | and IF signal f(z) to accomplish
moncomponent AM-FM signal demodulation,
x(1) = a(t) X sinlw X 1)

x(1) = a(t) sin(wXt) +a(t) XwX cos(w X t)

x(1) = a(t) sinw X t) + 2aa (Dwcos(w X 1)
—w?a(t) sinCw X 1)

xx(1) = a(t) sin(w X 1) —a(t)w wcos(at)

+ 2a(t) coslat) — 2w2 a(t)sin(w X 1)
—w’a(W)sin(at) + 2w’ a(t)cos(wt)
(1) = a(®)sin(at + 0
twa@costoXt+0 =y +y

(20)
Lemma 4. 1" (]) a and ¢ are bandlimited with
highest frequencies w,, and w, respectively, and
was <.

(D) & 4+ wnw; < (w, +w)? where [2(1) =

a(®sin(wt + O=a(Dsin(wt + w, q(t)dt + 0,

0
w1 :M:w + w,.q(t). Further, if we define

the order of magnitude of a signal = to be O(z) =

O(z) Where 2, = max,z (1) WIH 2 = max,
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| 2(¢)| » then O(y,) =0 (aw) and O(y,) =0
(aw;). Since O(w) <<O(w;), by ignoring y,, we
obtain the approximation;:

x(0) &~ v, = a(wcos(wt)

Hence,

() =— a(Daw’sin(w t)l
. (21)
x(1) :—a(t)wgcos(wt)(

Then

Vo] =z —2() X 2(1) =
a(Dwcos(w,) ) — (a(t)sinw 1))
(—a(Dw’sin(w,)) =

a’ (D’ (cos’ (awt) + sin"(wt)) =

a*(Daf (22)

Vo] =[] —2(t) X2() =
(—a®ao’sin(at))* — a(wcos(at) X
(—a®w’cos(at)) =

a’ (D' (sin® (at) + cos’ (at)) =

a* (Do’ (23)
Finally we obtain
| Y x|
O I~ [ 0
la(r) | = Hx@] (25)
Y x()]

4.2 Discrete-time
In the discrete case, the time derivatives may be
approximated by time differences. The discrete-time

conterpart of Teager Energy Operator becomes
Yix(n)] =

[x P —x() * x(n) =
(xn+1D—xP—x*x[xn+1D—x ] =
Xn+D—2+*xtn+1D x(t) +x () —
x(n) *[x(n+2)—x(n+1D—x(n+ D +x()] =
X[n]—x[n—1]*x[n+1]
(26)
Considering the fundamental wave signal in
power grid, i.e. x(¢) = Asin(wt + &,
Yix(n)]=x*[n]—x[n—1]*x[n+1]=
(A*sin (wxn+0))* —
[Axsin(w* (n—1)+6) ] *
[A*sin(w* (n+1)+0)] =
A? sin® (w* n+0)—A’sin (w* (n—1)+0) x

sin (w* (n+1)+0) =

A? o (Sinéﬂ) )2 27

where Q = % and T is the sample time.

T
The three-sample derivative is defined as y(n) =
x(n+1)—x(n—1), thus
Yy ] =¥ xn+1) —x(n—1]=
Yl Asin(w(n + 1) + 0) —Asin(w(n—1) =
Yl AcosCwn +Psin(w) | =

1A%sin? (@) (D) (28)
Then, we obtain
% = 1—cos(2w) 29
f= e = o 1 ] -
4inarccos[1*%] (30)

Eq. (30) is used to calculate the frequency of
the signal in the power grid.

5 Simulation results

third and

components are large in the power grid, it is

Since the seventh  distorted
assumed that the voltage and current signal in the
power grid are both polluted by the third and
seventh distorted waves, i. e. .
V() = 220 sin(2 X wtfot) +
20sin(2 X ®3 fot) + 3sin(2 X w7 fo1) ,
I(t) = 20sin(2 X =tfot)

+ 3sin(2 X w3 fot) +0:58in(2 X =7 fo1);
where the first component is the fundamental wave
component, the second and third are the harmonic
wave components of voltage (current), and f, =
50 is the frequency of the power signal. There is
10db additive white Gaussian noise in the voltage
and current signal.

The frequency of voltage signals are calculated
by Eq. (27). Through the low pass filter, the third
and seventh distorted voltage waves are eliminated
and the fundamental one can be obtained. The
sampling frequency of the simulation is 2000Hz,
i.e.. f, = 2000Hz. The order of the designed low
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pass filter is 128. The simulation result is shown
in Fig. 5, where the frequency estimated by TEO is
satisfactory.

300 frequency by Energy operator demodulation

200 1

100

{
T

00700 200 300 400 500 600 700 800 900 1000

Error between Real and measure value

200

100 1

0 {

-100

0100 200 300 400 500 600 700 800 900 1000

Fig. 5 Frequency of power signal

Compared with the fix-LMS and ws-LMS"!,
the new adaptive filter based on the variable step
LMS structure have the following parameters; (i)
for the voltage signal, w, = 0.1, w, = 0.1, w; =
0.1, a = 0.3, f=40; (ii) for the current signal,
w =0.1, w, =0.1,w3 =0.1, a=0.3, f=29.
With simulations the new adaptive filter based on
the fixed step LMS structure have the following
parameters: (i) the parameters of the voltage
signal, w, = 0.1, w, =0.1, w; =0.1, u=0. 3;
(ii) the parameters of the current signal, w; =
0.1, w, =0.1,w3 =0.1, u=0. 3. The simulation

results are shown in Figs. 6~9.

£

0 005 0.1 0.15 0.2 025 03 035 0.4 045 0.5

_— N
(==
S O

valtage amplitude
8 o

- N
oS O
L

—_
=)

current amplitude
(=)

200 0,05 0.1 0.15 02 o./'zs 03 035 04 045 0.5
t/'s

Fig. 6 Signal waveform of V(¢) and I(¢)
In Fig. 6, we draw the waveform of the

which

fundamental and harmonic wave components.

voltage and current signals contain

Compared to the harmonic wave, the power

measurement and distorted factors are more
accurate, At the same time, the proposed method
can effectively track and extract the signal with
many different frequency harmonic waves in a
power grid. With the proposed method, we can
trace and check the fundamental and harmonic
wave power and the distorted factors in real-time
which shows the quality of a power grid.

From Figs. 6 ~ 9, compared to the filters
based on fixed step LMS and wv-LMS, the
proposed method can rapidly lead the system to the
steady state at a higher accuracy. In Fig. 9, compared
with the fix-LMS and wv-LLMS, the proposed method
shows good robustness against noise.

The fundamental wave and distorted power
can be calculated as in Tabs. 1 and 2. We see that
when the power grid signal contains fundamental
wave and 3-th and 7-th harmonic waves, by using
the proposed method, the error between the
theoretical value and the measured one is —2. 05X
107" in the distorted power, and is O in
fundamental power, much smaller compared to the
power grid signal. This justifies the effectiveness

of the proposed method.

6 Conclusion

A method for the detection and extraction of
the components of a signal based on the concept of

an adaptive filter is proposed. Its performance is

gn 400
S g 200 1
52

£= 0 1
g E

g 5-200}

o

£ -400

'00.05 0.1 0.15 02 o./'zs 03 035 0.4 045 0.5
t/s

° 40

o0

8

£ Tl | I
ER 1 |

ER= 1 e |

2 s -20

.4

o

0 005 0.1 0.5 02 025 03 035 0.4 045 0.5
t/s

Fig. 7 Fundamental and distort voltage signal wave

by using proposed method
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Fig. 8 Fundamental and distort current signal wave

by using proposed method

200 r ——
the proposed method
ws-lms
150 the fix-step
100
50

amplitude

=50+

-100

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
tls

Fig. 9 e(k) in the proposed method,
WV-LMS and the fix-step
evaluated in the context of the power grid signal.
The method can accurately decompose the signal
into its constituting components. Theoretical and
simulation studies verify the effectiveness of the

proposed method.

Tab. 1 Calculate result of power in proposed method

sinal  theoretical value measure value error

P, 2 200 2 200 0

P, 30.75 30.7499 —2.05X107"

Tab. 2 Calculate result of power in fixed LMS

sinal  theoretical valueneasure value error

P1 2 200 2199.9999 —3.04X107*

Pd 30.75 30.7499 —2.05X107°

Tab.3 Calculate result of power in ws-LMS

sinal theoretical valueneasure value error
P, 2 200 2199.99 —4.04X10°°¢ —
P, 30. 75 30. 74 —5.05X10°7
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