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Abstract: The control design and system analysis of wireless networked control systems with unknown
round-trip delay characteristics are investigated. An estimation based approximating control strategy is
proposed to stabilize the systems by using delay characteristics in a practically feasible way. The strategy
first uses a delay transition probability estimator to obtain the delay characteristics estimation by
measuring delay data online, and then uses an approximating controller to take advantage of the
estimation. On this basis, a packet delay variation detector is designed, making the strategy adaptive to
the variation of delay characteristics. The sufficient conditions to ensure the closed-loop system being
mean-square uniformly ultimately bounded are given, with also the controller gain design method. The
effectiveness of the proposed approach is verified numerically.
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1 Introduction

As a special class of networked control systems
(NCSs) , wireless NCSs ( WNCSs) take advantage of
wireless data communication networks to close the
control loop. Thanks to the much more flexibility of
wireless communications''?', as well as the
developments of the embedded computing, sensing
technology, etc. , WNCSs have become more and more
influential in many next era information technologies
including  unmanned  aerial  vehicles’',  smart
warehousing*', Internet of vehicles”’, etc. '™ . 1In
these areas WNCSs can be regarded as their fundamental
control architecture and hence play a vital role.

As is widely known how to effectively deal with
the communication constraints such as network-induced
delay, data packet dropout, etc. have always been
central to the study of NCSs. For WNCSs, besides the
unique features such as the flexible network topology,
the security and privacy issues that are introduced by the
wireless communications and have been investigated
considerably in recent years, the aforementioned delay
and dropout are still core to the design of WNCSs, but
are more challenging for a different reason.

In fact, it is a naturally held belief that the more

the information on the delay characteristics of NCSs is
known, the better the system performance can achieve.
Such a belief has already been demonstrated by many
existing works. For example, under the assumption of
time-varying delay within certain upper and lower
boundaries, stabilized controllers can be designed[g’”] s
but with more information on the delay, e. g., the
probability distribution or the Markovian modeling of
the delay, stabilized controllers can be designed subject
to much larger upper and lower boundaries, and other
performance index such as the settling time, overshoot,
etc. can be further improved' ™",

However, though the delay characteristics can be
possibly known by classic wired NCSs, it is often not
easy, if not impossible, to be known by WNCSs. The
reasons are two-folded. Firstly, the flexibility of
wireless communication networks means that nodes can
easily join or leave the network, thus affecting the
topology of the communication network that the
considered WNCS uses, and consequently causing time-
varying and hard to predict delays to the considered
WNCS. This fact basically means that the exact delay
characteristics can not be calculated even all the network
parameters are known. Secondly, the wireless
communication network used by the considered WNCS
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is usually of a relatively small scale since wireless
communications are more unreliable, but the small scale
further deteriorates the effects of the time-varying
network topology, making the join or leave of a node
affecting the delay characteristics greatly' "7

The above facts therefore mean that a better design
for  WNCSs will first require the appropriate
measurement of the delay characteristics, since the
system performance will be conservative without
considering the detailed delay characteristics, which are
however not directly available for WNCSs.

In order to deal with the above challenge, we
propose an estimation based approximating control
(EBAC) strategy to WNCSs. This strategy consists of a
delay characteristics estimator at the controller side to
estimate the delay characteristics by using online
historical delay data, and a approximating controller to
take advantage of the delay characteristics estimation.
The sufficient stability conditions for the closed-loop
system are given, and a controller gain design method is
also proposed. Numerical examples illustrate the
effectiveness of the proposed strategy. The remainder of
the paper is organized as follows. Section 2 formulates
the problem of interest, and the proposed strategy is
then detailed in Section 3. The sufficient conditions for
the stochastic stability of the closed-loop system with a
controller gain design method are given in Section 4.
Numerical examples in Section 5 validate the proposed
approach and Section 6 concludes the paper.

2 Preliminaries and problem formulation

Consider the WNCS as illustrated in Figure 1, where the
plant is described by the following linear discrete-time
model with disturbances,

x(k+1)= Ax(k) + Bu(k) + Cw(k) (1)
where xeR", ueR " and w eR are the system state,
the control input, and the system disturbance,
respectively, w' (k) w(k) <w’, with w_, being the
upper bound of disturbance, and A e R "™, Be R "™
and C e R " are the system matrices.

In Figure 1, the wireless communication network is
shared with other users, and the sensors, controllers and
actuators are time synchronized. The delay of sensor to
controller and controller to actuator is d, and &,
respectively at time k. Time stamps are used in the data

max

Other Other
... | Actuator [—> Plant —> Sensor | .|
user user

Wireless network

Controller

Figure 1. The considered wireless network control systems.

transmissions, and hence the actuator may know the
round-trip delay 7, at time k, by comparing the current
time instant and the time stamp contained in the data
reflecting the time instant when the sampled data was
sent.

In WNCSs, 7, can usually be assumed to be
unknown but behaves Markovian, as in Assumption 2. 1.

Assumption 2. 1 ( Markovian 7, ) The round-trip
delays 7,, k=1 are a Markov process with its unknown
delay transition probability (DTP) being described by

LT <i1+1
Pr(r = jim= 0= 0 S @)

0,7 >i+1
where 7,>0, Vi, jeM =1{0,1,2,--, M}, %4‘,77.. =1,
and [1=(7;).

If we take consideration of nodes joining or leaving
the network, we may find that in reality round-trip
delay exist packet delay variation (PDV)""* and PDV
may exhibit a “piecewise Markovian” feature, that is,
7, can be essentially Markovian, but will be suddenly
moved to another mode which is still Markovian, but
with totally different transmission probabilities, as
illustrated in Figure 2. This feature can be captured by
Assumption 2. 2.

Assumption 2. 2 ( Piecewise Markovian 7, ) The
PDV of round-trip delay 7,, k=1, is a piecewise
Markov process, that is, the unknown transition
probability matrix will be changed soon after the joining
or leaving of the nodes at unknown time instants, but
between two consecutive changes, the Markov process
of 7, can still be described as in Assumption 2. 1.

Our goal is then to design appropriate control
strategies for the system as illustrated in Figure 1 under
Assumptions 2.1 or 2.2. One may realize that the key
challenge here is that the characteristics of the round-trip
delay 7, is unknown, and therefore our approach will
firstly try to estimate 7,, which makes our work
different from most existing works that often take the
knowledge of 7, for granted.

3 Design of EBAC strategy

In this section, we first design the EBAC strategy under
Assumption 2. 1, and then modify it to fit Assumption
2.2.

35 —Delay
++-Mean of delay

i i
0 50 100 150 200 250 300
Time

Figure 2. The transition matrix can be piecewise in practice.
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Figure 3. The framework of EBAC strategy in Assumption.

3.1 Design of EBAC strategy in Assumption 2.1
The control framework for the EBAC strategy is
illustrated in Figure 3. By its name, one may realize
that the main idea of our EBAC strategy is to
approximate a more fine-tuned controller step by step,
with the more accurate estimation of the delay step by
step. For the EBAC strategy under Assumption 2.1, we
have to design a DTP estimator to update the delay
estimations, and an approximating controller to obtain
the control signal.

In what follows we detail the designs of each
module.
3.1.1 Design of the DTP estimator
At time k, the DTP estimator obtains the interval

estimation ﬁk by using the received round-trip 7, ,
with the estimation confidence being «, i. e., Vw,.j,
Pr(ﬂ,j € [Eij,k 7E[/,k} )=a.

One may understand that at the beginning of
estimation the confidence can be worse than required
due to the lack of samples. To deal with this challenge,
we propose an improved Jeffery interval estimation
method, as follows.

Using traditional Jeffery interval estimation, the
estimation interval of 7 is [ 7’

, l -«
k= B(

7T’ij,k = ﬁ(l -'2- a;Xij,k’

where B(c;d,e) is the ¢ quantile of Beta distribution
with parameters d,e, and a, b is the initial parameters
of prior Beta distribution, usually taking the value of
0.5, N, is the number of delays whose previous step
delay is i, and X, is the number of received delay
packets up to time k with the delay values of two
consecutive packets being i and j respectively.

The pair ( X;,, N;,) can be obtained online
iteratively.
(Xij,k Ny =

(Xjpor LN + 1), Thedy = Jo Thogper = U

(X1 5N jor) 5 otherwise

. )
T ) at time k,

;Xij,k ’Ni,k - Xg,',k + a) s

N, —X;, +b), (3)

ik

(4)
We then introduce a learning rate, o<1 to obtain a
slowly narrowed estimation interval of 7 from [0,1] at

the beginning, with the increase of samples, as follows,

interval guarantees an unbiased estimation, which is key
to ensure the system stability. Secondly, the Jeffery
interval estimation is a priori-based estimation method,
which performs good in convergence for small quantity
of samples'"*’.

3. 1. 2 Design of the approximating controller and
actuator

It is understood that the controller gains may not be

updated using 1T . at each step k, since firstly switches of
controller too often may destabilize the system'™’, and
secondly too many switches also cause more cost. We
hence propose an approximating controller and actuator,
designed as follows.

At time k, the approximating controller receives
the states set z(k—d, )= (x(k-d,),x(k-d,-1), -,
x(k-=d, —=M)), and then the controller determines
whether to update its gain, if

Nk -d)z(k-d,) <c'2'(r)z(r,), e > 1

(6a)
k-d, -r,>L, L=M (6b)

or
k-d, —-r,=Q (6¢)

where r, is the ith updating moment, z (r,) is the
updating states, L and c are configurable parameters, Q
is the maximum allowed non-updating interval, whose
value will be given in Section 4.

Denote 11 . by the estimation interval actually
applied to the controller, then

(I, k - d, satisfies(6
i, = [ . satisfies(6) 7

1I,_,, otherwise

Remark 3.2  The inequality (6a) ensure that the
two consecutive updating states z(r;) and z(r,,, ) satisfy
the decreasing relationship, which then help stabilize the
system under certain conditions as given in Section 4.
(6b) is used to adjust the update frequency: the larger
L and ¢ are, the greater the interval between two
updating moments is. (6¢c) is used to keep the
controller updating during the control process.

The state feedback control signal sequence is
designed as follows'*' |

Uk-d,)= [u(k-4d,), - u(k-d, +M)]
wlk —d, +i)= K(I)x(k-d,),i e M (8)
where U(k—-d,) with the time stamp k—d, will be sent to
the actuator.

At the actuator side, the actuator selects from
U(k-r,) the control signal u(k) and applies it to the plant,
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u(k)= K, (I, )x(k - T,) (9)

The EBAC strategy in Assumption 2.1 can then be
summarized as Algorithm 3. 1.

Algorithm 3.1 The EBAC strategy for systems
(1) with Assumption 2. 1

Initialization ; the initial value of the updating moment r, =0,
the initial estimation interval 77, =0, ;U. =1 when i<j+1 and ;U =
0, when i>j+1. At time k,

1 The DTP estimator receives delay Tidy » and obtains T . by

equations (3), (4) and (5), go to 2.

2 The approximating controller judges whether the received
states set meets equation (6), and then updates U (k-d, )
according to (8), and sends it to the actuator with time stamps.

3 The actuator receives 7,, selects u (k) according to
equation (9), and applies it to the plant.

3.2 Design of EBAC strategy for systems with
Assumption 2.2

With Assumption 2.2, the PDV instants are unknown,

and hence we design a PDV detector before DTP

estimator to detect PDV instants, and restart Algorithm

3.1 after detected. The modified control framework for

the EBAC strategy is illustrated in Figure 4.

At time k, the PDV detector uses the latest w
delays to form the detection window, D, = {'r_,. , k—=d,—w
<j<k-d,|. The stationary distribution of IT, denoted as
P=(p,), can be estimated since less frequent changing
PDV can ensure the convergence of the estimation. We
use the chi-square test to detect PDV instant with the
following statistics

o3 )
=1 w - Pi
where f; is the counts of each kind of delay in D,. We
then compare it with chi-square distribution to obtain the
detection result, see Reference [22] for details. The
detect window will move one step forward when a new
delay date arrives.

The modified EBAC strategy can be summarized as

in Algorithm 3. 2.

a 1
z k—d, 7 ¢ PDV detector
Sensor k5 =0 d\\[‘—f]> i
|

(10)

i | lk=dy 7]
———————» DTP cstimator
Plant Network ‘
‘ | .
Tum \ J ) i,
\ i 0 Tk—d, z(k—d,)]
Actuator thr Ukl \ A A Approximating
\/ lk—d, UGk—dy)] controller

Figure 4. The framework of EBAC strategy in Assumption 2. 2.

Algorithm 3.2 The EBAC strategy for system
(1) with Assumption 2.2

1 The PDV detector detects whether delay probability
transition matrix has variation by equation (10): the algorithm
goes to step 2 if there is no variation, otherwise goes to step 3.

2 Execute steps 1 ~3 in Algorithm 3. 1.

3 Reset the system clock, and restart Algorithm 3. 1.

4 Stability analysis and controller gain
design

Before proceeding further to the system analysis, we

first present the following definition to be used later.

Definition 4.1'*"  The trajectory of system (1) is
said to be mean-square uniformly ultimately bounded
(MUUB) , if for any compact subset D, CR " and all
x(0)=x, € D,, there exist a constant € >0 and a time
constant T = T(e, x,), such that E[x"(k)x(k) |x,] <
€, forall k > T.

4.1 Stability analysis

For the next stability analysis, we define the switching
moment s; =k, k—1-7,_,<r,<k-, is the time when the
ith updating packet at the controller is received by the
actuator.

The following lemma is used to reveal the control
signal used between consecutive switching moments s,
and s,,,.

Lemma 4.1 With the EBAC strategy, for any
step k €[s,,s,, ), there exists k, € [ r,,s,], such that
u(k) can be written as

w(k)= K, (I,)x(k - 7,) (11)

~

Proof From (7), II._, in (9) is

i = Hk—hk’k_ﬂ,-: T (12)
o ﬁk—h,‘,—l s k=1 >

Repeatedly using equation (7 ), it is known that

~

there must exist k, € [ r;, s, ], such that ﬁk_hk =11, ,
where k;—d, =r;. The lemma is proved.

Substitute equation(11) into the system (1), the
closed-loop system can be written as

x(k+1)= Ax(k) +BK, (II, )x(k - 7,) + Cw(k),
s, <k <s;,,,0=0,1,2,---.
The above expression can be rewritten as the
following Markov jump system,
Wk+1)= @ (I,)z(k) + Fw(k), s, <k <s

i+1

(13)
where
A BK, (II,) 0
~ 1 0
¢7k(nki): 0o I 0l-
I 0
C
0
F=10
0

I is identity matrix with rank n, BKTk(INY ;) is in the first

row, and the (7,+1)th column in @Tk(ﬁki).
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The following theorem gives the sufficient
conditions of MUUB for the closed-loop system (13).

Theorem 4.1 The closed-loop system (13) is
MUUB under the EBAC strategy and Assumption 2. 1,
if there exist symmetric positive definite matrix set P, =
{P,,,ieM| and symmetric matrix set G ,={G,,,i e
M |, such that the following LMIs hold for all r,,/=0

d)iTF;il(pi -pP;, ¢,‘TIBI'IF
T ’ - <0 (14)
FTP”@. FTPUF -pl
- (1 Aukl>G +Pi,17
P,-P, <G, (15)
/\mm[ = Pi,l = Amdx[ v"’] € M
Q =~ (Inc + 2InA)/Inp (16)

where A ., A
A/ A sin-
Proof For any k, there exist switching moment s,
and s,,. Let k € [s,,s,, ), and then the updating
moments interval corresponding to is [ r,,r,, ). From

. and p<1 are given parameters, and A =

Lemma 4. 1, a constant estimation I7 i, 18 used in [s,,

S, ), and hence @Tk(ﬁ ;,) can be rewritten as @_ for
simplify.

For the closed-loop system in system (13 ),
construct the Lyapunov function as follows,

V(z(k)) = 2 (k)P, z(k),

where P, ,is a positive definite matrix corresponding to
each delay. P, ,is constant between the two switching
moments.

We obtain
E(V(k+1) —=pV(k) —pw' (K)w(k) | z(k),7, = i) =
§T(k){(p,:§’l@" @:IE"F}g(zﬁ) -
F'p,, @, F'P F
pz"‘(k)Pi (k) = pw' (k) w(k) (17)
where P, = 277,, P, & (k)=[z"(k) ,w'(k)]. Then

we can know from equation (15) and the nature of
probability that 7, =1- ZWU, and

I/J\i,l < (1 _Ei,k,)Gi,z +Pi.l;;{i,l (18)
From equations (18) and (14), we can know equation
(17) is less than O, and thus
E(V(k+1)1 z(k),r,) <pV(k) +pw' (k)w(k)

(19)

Lemma 4. 1 shows that the same controller gains

sequence is used between two switching moments, and
equation (19) can then be obtained as

E(V(E) | 2(s),7,) <p" ™ WV(s) +wl,(p+p* ++) <
p 1 (s,) P P (20)
-p

T Ny max

z(s;) + 1

From equation (20), The relationship between system
states at k and at switching moment is shown in equation

(21).
E(Z"(k)z(k) | z(s,) ,7,) <

Pz (5)z(s,) + ﬁ W

From r, to s,, the controller gains before update are
used. Similar to the methods in equations (20) and
(21), the relationship of states at switching moment and

updating states can be obtained as follows,
E(z"(s,)z(s,) | z(r),7,) <
Az +—— P 2 2
pA z (r)z(r,) (1 _p)/\mmwmx (22)
From equations (6a), (6¢) and (16), the
consecutive updating states z(r,), z(r.,) satisfy
E(ZT(rz)z(rz) | z(rl—l),TrH) =
—1 T 2P 2
(rl l>z<rl 1) (l _p)Aminwmax
Then from equations (23), (22), (21), we can
obtain the following
E(Z"(E)z(k) | z,,7)d < p" A2z, + (w,

(21)

(23)

(24)
where v is the number of controller updating until &k, {=

(1+/\+—)\ )7. When k tends to infinity, v
(1_p>)\mm
also tends to infinity. Hence,

;}LIBE(ZT(k)Z(k) | zy,7,) =

limp' ™A% zz + {w, = Qw, o (25)
If we take € to be {w’  +A, where A is arbitrary
InA-Inz) 7,

positive number, then we obtains that 7 is

’

nc
when k>T, meaning that E[z' (k) z (k) lz,,7,]< €
holds. This completes the proof.

Due to the constraint of equation (15), the control
performance can be more improved when the estimation
convergence. Consequently, we give the following
theorem to ensure system ( 13) is MUUB without
constraint (15), which is however relatively difficult to
solve when IT is completely unknown.

Theorem 4.2 The closed-loop system (13) is
MUUB under the EBAC strategy and Assumption 2. 1,
if there exist symmetric positive definite matrix set P, =
{P,,,ieM |, such that the following LMIs hold for all
r,, 1=0.

OP D -pP,,  PIPF
= ’ o <0 (20)
FTP' l(p FTP,,‘,F -pl
Z ﬂ.w k, Jsl
)lmml = Pi, )lmdx[’ VL,] S M (27>

Q =- (Inc + 2InA)/Inp
where the definition of A A A and p are the same
as in Theorem 4. 1.
4.2 Design of controller gain
Combining the advantages of these two theorems, the

min 2 max
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Lower bound s =0

Upper bound s =0
= Lower bound s =0.95
- Upper bound s =0.95
--- Lower bound 5 =0.99
i =+= Upper bound s =0.99

=

Probability estimation of Py

L)

i
o ‘ ‘
0 500 1000 150 2000 2500 3000

0
Time step(k)

Figure 5. The estimation interval [ 7, , 7, | as increasing
number of samples use different o.

following controller gains design method is proposed.
We introduce w( k) to represent the convergence of the
estimation. When all estimated interval width is less
than a given threshold 6, then the estimation is
sufficiently close to the true value.

Vi,jeM

wl(k) 1, otherwise

When the probability estimation does not converge,
the controller gains are calculated by Theorem 4. 1, or
otherwise by Theorem 4.2. We propose Corollary 4. 1
to obtain the controller gain.

Corollary 4.1 The closed-loop system (13) is
MUUB under the EBAC strategy and Assumption 2. 1
if there exist symmetric positive definite matrix set P,
{P,,,ieM |, symmetric matrix set G ,={G, ,,ieM |,
and the controller gains sequence K= {K,,K,,K,, -,
K, | , such that the following LMIs hold for all r,, /=0

-pP;, 0 Q'T

0, max (7, —m,,) <6

(28)

(11

i

0 -pl A |<o0 (29)
“Qz Ez _Fz,z
_Pj,l) < Gj,l’

(I =u(k)) (P,
Al <P, <A I, Vijel (30)

= (Inc + 2InA)/Inp
0 = [')’ild)iT’ "'/)’i;wcpiT]
=i = [yilFT’ ""'yi,MFT]
= diag((1 —p(k)) Gy +p(k) Pryees,
(1 _I-L(kz)>P;} +M<k1> P;;’“"
(1 —,u,(kl))G;ll +M<kl) P;ZI)

IL_ )

H

(31)
’y.. =

(1 =p(Ck)) + k) «/7?5;,1;1 s 1=
To deal with the LMIs of the form P_ ,, P;L , and

G;kl’l in Corollary 4. 1, the cone complement
[24]

G
linearization (CCL) algorithm =" is used.

Remark 4.1 The above analysis and design is for
Assumption 2. 1. This controller is still valid for
Assumption 2.2, since as assumed the interval of PDV
is sufficiently long, and each interval is regarded as an
independent system mode.

(I -p(k)) /0 _Ei,k,)/M +u(h;) «/7?5,‘,/(, s 1FE]

== =Without DTP estimator[25]
= With DTP estimator

200 300 400

0 100 200 300 400

Time step(k)
Figure 6. The system states x, and x, with and without DTP
estimator.

- - -Without DTP estimator[25]
—With DTP estimator

x (k)

0 100 200 300 400

x,(k)

0 100 200 300 400

Time step(k)

Figure 7 . The PDV happened at 400th step, and is
detected at 436th steps.

: L
0
= 1 — With PDV detector

= = = Without PDV detector [26]

0 200 400 600 800 1000

x. (k)
<

_ , ‘ : ¢
% 200 400 600 800 1000

Time step(k)

Figure 8. The system states get by our method
and method"™’ .

S Numerical examples

In this section, a numerical simulation example is used
to illustrate the effectiveness of the proposed method.
Consider the system
x(k+1)= Ax(k) + Bu(k) + Cw(k),
x'(k)=(x,"(k) ,x,"(k)), w(k) is 0. 1sin(2k) , where
the system state matrix is
1 0.1 0. 0047
A= [0.1 0.99} ,B=C= [0.0909} ’
with its eigenvalues being 0. 8934 and 1. 0166. The open
loop system is unstable. The initial states of the system
is 7,=1, x(0)=[1,-1]".
The upper bound of the round-trip delay M is 4,
and the delay probability transition matrixes is
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which is unknown to the controller.

To verify the functions of the DTP estimator, take
7y in the matrix as an example, whose actual value is
0.7. Figure 5 shows that when the number of delay
samples is small, the traditional Jeffrey interval may not
cover the true value. The improved Jeffery method can
cover the true value without significantly slowing down
the convergence speed(a=0.99).

To verify the EBAC strategy with Assumption 2.1,
we compare our method with those in Reference [ 25 ].
The parameters in Corollary 4. 1 are set as p =0.95,
Ain=0.05,A,,=30, and the parameters in the EBAC
strategy are set as L=4, ¢=1.1, 6=0. 12. Figure 6
shows that our EBAC strategy can ensure the system
convergence while the methods in Reference [ 25 ]
destabilize the system.

To verify the EBAC strategy with Assumption 2.2,
we keep the above system setting, and let IT before
PDV be

0.8 0.2 O 0 0
0.6 0.3 0.1 O 0
IrT=10.5 0.2 0.2 0.1 0
0.6 0.2 0.1 0.05 0.05
0.5 0.3 0.1 0.05 0.05

Figure 7 shows that at 36th step after variation, the PDV
detector restarts the DTP estimator, and the system starts
the next round of control. Figure 8 shows that using the
EBAC strategy with PDV detector can adapt to variation
of delay characteristics, but the method in Reference
[26] just uses the prior known matrix, and hence the
stability of system can not be ensured.

6 Conclusions

For wireless networked control systems with unknown
delay characteristics, an estimation based approximating
control strategy is proposed, which is shown to be
effective in realistic situations. It is worth pointing out
that the proposed strategy is not only applicable to the
delay characteristics under the Markovian assumption,
but also applicable to other delay characteristics
assumptions such as independent identically distributed
delay and constant delay. This makes the proposed
strategy widely applicable. In our future works we will
try to reduce the computational cost to make the
proposed approach more practically applicable.
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