Tasrc

http://justc.ustc.edu.cn Received: December 03, 2021; Accepted: March 20, 2022

Application of a newly developed naive Bayes algorithm in fire
alarm

Xiangyong He, Yong Jiang > and Yong Hu

State Key Laboratory of Fire Science, University of Science and Technology of China, Hefei 230027, China

™Correspondence: Yong Jiang, E-mail: yjjiang@ustc.edu.cn

©2022 The Author(s). This is an open access article under the CC BY-NC-ND 4.0 license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

Graphical abstract

90

Improved Naive Bayes
algorithm

T
\\\\\\\\\\\}\j

Classification accuracy/%

80

NN
ANNNRNNNR

Improve the

accuracy of fire T e
alarm system " . v B

Attribute  Orthogonal
weighting matrix

N
NN

FIN
N

Recognition accuracy / %

= sV
. NB
60 . B

With reasonable improvements, the naive Bayes algorithm can be the core processing algorithm of a fire alarm system.

Public summary
m A fire alarm algorithm based on naive Bayes was proposed.
m Attribute weighting and orthogonal matrix methods were introduced to improve naive Bayes.

m The improved naive Bayes algorithm has better performance and does not rely on a large amount of training data.
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Abstract: To address the problems of low recognition accuracy of traditional early fire warning systems in actual scenari-
os, a newly developed naive Bayes (NB) algorithm, namely, improved naive Bayes (INB), was proposed. An optimization
method based on attribute weighting and an orthogonal matrix was used to improve the NB algorithm. Attribute weighting
considers the influence of different values of each attribute on classification performance under every decision category;
the orthogonal matrix weakens the linear relationship between the attributes reducing their correlations, which is more
closely related to the conditional independence assumption. Data from the technology report of the National Institute of
Standards and Technology (NIST) regarding fire research were used for the simulation, and eight datasets of different sizes
were constructed for INB training and testing after filtering and normalization. A ten-fold cross-validation suggests that
INB has been effectively trained and demonstrates the stable ability in fire alarms when the dataset contains 190 sets of
samples; namely, the INB can be fully trained by using small datasets. A support vector machine (SVM), a back propaga-
tion (BP) neural network, and NB were selected for comparison. The results showed that the recognition accuracy, aver-
age precision, average recall, and average F, measure of INB were 96.1%, 97.3%, 97.2%, and 97.3%, respectively, which
is the highest among the four different algorithms. Additionally, INB has a better performance compared to NB, SVM, and
BP neural networks when the training time is short . In conclusion, INB can be used as a core algorithm for fire alarm sys-
tems with excellent and stable fire alarm capabilities.

Keywords: improved naive Bayes; conditional independence assumption; small sample data; recognition accuracy; fire

warning
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1 Introduction

Fire accidents remain to occur frequently in recent years and
endanger human lives and properties owing to the high tem-
peratures, smoke, and toxic gases produced by combustion!".
Fire alarm systems are an effective means of early alarm and
fire control. With the timely activation of fire alarm systems,
casualties and economic losses can be reduced, in addition to
preventing fire accidents from spreading exponentially™.
Therefore, an accurate warning of fire accidents is critical for
the safety of living beings, production, and emergency relief
work.

Fire alarm systems are critical for firefighting and redu-
cing damage caused by fires. They are installed to detect a
critical fire situation and sound an alarm when a fire is detec-
ted™ . These systems consist of the following two features:
fire detection, and processing of the detected characteristic
data. The former refers to the performance of the sensors used
to detect the characteristic data, which is the premise of a fire
alarm. The latter refers to the relevant processing algorithm,
which is at the core of the system. The input characteristics
for data processing directly affect the final decision of the en-
tire system and are critical for determining whether a fire

alarm system is adequate.

The early fire alarm system consisted of mainly a single
sensor. This detection method, which considered only the
temperature or smoke threshold as the basis of decision, is
simple in structure and convenient to operate; however, it is
vulnerable to interference and cannot accurately detect com-
plex fire scenarios. Photoelectric smoke detectors emerged
during the development of photoelectric technology in the late
1970s, and their anti-interference ability and stability were
improved to a certain extent. In the early 1990s, inspiratory
fire detection systems using laser technology significantly im-
proved the sensitivity of fire detection. With the recent rapid
development of computer and artificial intelligence technolo-
gies, fire alarm systems have also entered the intelligent
stage. A fire alarm algorithm has been widely considered by
researchers as the core of fire alarm systems and certain re-
search achievements were obtained.

An artificial neural network (ANN) is used as a common
method for fire prediction. Wu et al.l’ utilized temperature,
smoke concentration, and carbon monoxide as the input data
to predict fires; a back propagation (BP) neural network was
chosen to combine these three characteristics. Barera et al.[
combined neural networks with fuzzy reasoning and pro-
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posed an intelligent fire alarm system that identifies fires in
addition to informing individuals of these fires. Saeed et al.l”
provided a new convolutional-neural-network-based model
for early fire detection. The accuracy of the model is greater
than 99%, which can be increased following more training.
However, this method typically has a complex network struc-
ture and several parameters, which makes it difficult to
achieve an embedded system. Additionally, implementing
ANN usually requires several calculations, resulting in a high
hardware cost™. Therefore, this method is not suitable for fire
alarm systems.

Some machine-learning algorithms with relatively simple
structures and few parameters have been studied and com-
pared. Bake et al.l"! proposed a framework to identify fires
based on a support vector machine (SVM) with a dynamic
time-warping kernel function. This new framework achieves
improvements in terms of fire detection time and false alarm
rate; however, it does not consider the correlation between the
time-series data. Kuo et al.”” studied a fire alarm device based
on a gray-fuzzy algorithm to improve the traditional ship fire
alarm system. The final test results indicate that the gray-
fuzzy algorithm, which combines fuzzy rules and the gray
theory, is feasible for real-time fire detection. Wei et al.!"”
proposed a fire alarm system that adopts the naive Bayes
(NB) algorithm as a core algorithm for sensor information fu-
sion. The simulation results demonstrated that the reliability
of the system was improved. Additionally, comparative stud-
ies and discussions have been conducted on commonly used
machine learning algorithms for data processing in fire alarm
systems. Sulistian et al."" designed a fire early warning sys-
tem and implemented the following four machine learning al-
gorithms for comparison: NB, SVM, decision tree, and K-
nearest neighbor. A comparison of the results demonstrates
that NB achieves the best performance in fire prediction. Be-
cause sensor nodes require a computationally cheap yet effi-
cient algorithm to conduct fire detection in a near real-time
manner, Bahrepour et al.'” proposed the use of NB and the
feed forward neural network (FFNN) and introduced these
two algorithms into a wireless sensor network to alarm for
early residential fires. Comparative experimental results in-
dicate that the NB classifier can achieve a better accuracy and
has a lower communication overhead. Based on previous
studies, it is reasonable to conclude that the NB has advant-
ages including the simple programming to a sensor node, low
computational cost, and high recognition accuracy, which
makes it a promising algorithm for data processing in fire
alarm systems.

The NB is a probability-theory-based method that has been
widely used in applications such as spam email recognition™!
and text emotion analysis'. The calculation in NB is based
on the assumption that all attributes are fully independent of
one another given the class, which is called the conditional in-
dependence assumption. Apparently, the conditional inde-
pendence assumption in NB is often violated in reality, which
results in suboptimal probability estimates” and harms its
performance in applications with complex attribute dependen-
cies'"”. Certain reasonable improvements must be made to al-
leviate the conditional independence assumption. For NB
with discrete attributes, Li et al.'” innovatively proposed the
orthogonal transformation of discrete attributes with an ortho-
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gonal matrix, which enhanced the independence between at-
tributes to make it more in line with the conditional independ-
ence assumption. The comparative research results demon-
strate that the classification performance of the improved al-
gorithm after the orthogonal transformation was significantly
improved. Attribute weighting is another commonly used ap-
proach for improving the NB. Shu et al."! developed a NB al-
gorithm using a double-weighting method for fire alarms. Ex-
periments demonstrate that the algorithm improves the identi-
fication accuracy; however, the experimental data are not suf-
ficiently comprehensive, and only four combustible materials
are involved. Jiang et al.'” proposed a class-specific attribute
weighted method and validated its effectiveness.

In this study, we developed a high-performance algorithm
for fire alarm systems based on NB, named improved naive
Bayes (INB), for which the attribute weighting method and
orthogonal matrix method are introduced to weaken the con-
ditional independence assumption in the traditional NB,
which improves the recognition accuracy of the algorithm, re-
duces the false alarm rate, and increases the identification ac-
curacy of a fire situation in the case of small data samples. By
comparing INB with certain typical algorithms (SVM, NB,
BP neural network), the following sections aim to illustrate its
effectiveness and characteristics.

2 Naive Bayes and its optimization

2.1

For a test data sample x, which is represented by an attribute
value vector (a,,a,,...,a,) in dataset D, its class membership
probabilities and class label are estimated by Egs. (1) and (2),
respectively, as follows:

Naive Bayes

PO[ | Pl

2 P@[ ] Paley

() = argmax, .. PO [ | Plal¢)

Plclx) =

(M

2

where 7 is the number of attributes, a; is the ith attribute value
of x, and C is the collection of all class labels c.

The calculation of probabilities in NB is based on the con-
ditional independence assumption; that is, all attributes are
fully independent of one another in the given class. Although
the conditional independence assumption reduces the compu-
tational cost, it is rarely true in reality, which may harm the
performance of NB in circumstances with complex attribute
dependencies!. Attribute weighting and an orthogonal mat-
rix are utilized to alleviate the conditional independence as-
sumption in NB, fully retaining the advantage of NB while re-
ducing the adverse effects of the assumption.

2.2 Improved naive Bayes

The linear relationship between the attributes is eliminated by
an orthogonal matrix"” to reduce their correlations and im-
prove the performance of the algorithm.

Let D, = {x,,x,,...,x,} denote the set of all the samples be-
longing to class ¢ in dataset D, the sample x, = (X, X2, - -+ » X))
in D, is an n-dimensional vector. The covariance matrix was
calculated as shown in Eq. (3):

DOI: 10.52396/JUSTC-2021-0258
JUSTC, 2022, 52(6): 5


https://doi.org/10.52396/JUSTC-2021-0258

Zzsrg "

He et al.

1 —m
M=~ (-p) @ —p) 3)
= (s oy o )" 4)

= By L 5)

m

where , is the mean of the /th attribute value in each class, m
is the number of samples in D, and M. is the covariance
matrix.

M. is an nxn matrix, let the eigenvalues of M, be
A, Ay, ..., A, and the eigenvectors be B,,8,,...,8,. Each eigen-
vector is unitized by Eq. (6) to obtain a standard orthogonal
basis and to construct the orthogonal matrix P..

P.=(mn,...n,) (6)

in which, ;= —p8,, i=1,2,...,n, where n,, i = 1,2,...,n, is

1
1B
the unitized eigenvector.

When the eigenvalue of M, has repeated roots, the stand-
ard orthogonal basis can be obtained by Schmidt’s orthogon-
al ligation and unitization to construct the orthogonal matrix
P.. After the covariance, matrix M. is harmoniously diagon-
alized by the orthogonal matrix P, all elements except the di-
agonal are zeros. Namely, the linear relationship between the
attributes is removed, which is closer to the assumption of the
conditional independence of NB.

The m samples in dataset D, are transformed by the ortho-
gonal matrix P,, and the mean and variance of each attribute
are then calculated. Following the aforementioned transform-
ation, the mean is zero and the variance changes from o, to
..

On this basis, the attribute weight 6., is introduced to fur-
ther optimize NB, and INB is expressed as follows:

h (x) =argmax . PO | 6. P@lc) (7)

where y = P! (x—pu.;), i=1,2,...,n isthe new sample ob-
tained by the orthogonal matrix transformation of sample x.

Y=y ...y

nc’eﬂf (luainun”.i) )]1
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Here, ¢ and ¢’ are the class labels, y.; and u..; are the means of
the ith attribute value in classes ¢ and ¢’ respectively, and o,
is the variance of the ith attribute value in class c.

The weight coefficient d,; in INB is based on the weight-
ing of classes and attributes. By analyzing the continuous data
distribution of attributes in each class, the weight is construc-
ted by using the variance of attributes and the mean of the
product between the attributes. Among these, the attribute
variance o; can demonstrate the concentration of data, re-
flecting the classification superiority of the attributes under

— Mo, ¢ # 5
c=c.

f(/Je.nllc/,i)
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this class while reducing the interference of the noise. A
smaller attribute variance indicates a more centralized attrib-
ute data and is more conducive to the classification of
samples. The product of the absolute value of the mean differ-
ence between different classes in the same attribute, namely

rl i S (tess it 1), reflects the classification performance of the

attribute; a better classification ability of an attribute is ob-
tained when this value is larger.

3 Preparation for training data

Data from the home smoke alarm test report"* of the Nation-
al Institute of Standards and Technology (NIST) were used
for model training and testing. Full-scale tests in homes were
performed during the experiments. Temperature, smoke, heat,
carbon monoxide, and other data were recorded in detail dur-
ing the tests, which provided meaningful and reliable data for
the different stages of fire. Fourteen tests, which included
tests 1 to 2, tests 4 to 8, test 10, test 11, test 15, test 33, test
35, test 38 to 39, were selected from the experiment, and data
regarding temperature, carbon monoxide concentration, and
smoke concentration were collected to construct eight data-
sets of different sizes for model training and testing. The par-
tial data for the datasets are shown in Table 1. The following
three different classes are identified in the table: no fire (NF),
smouldering fire (SF), and open fire (OF). The impact of the
dataset size on the model performance is discussed in Section
3.3.

3.1 Fire characteristic parameters

The combustion phenomenon and products may vary based
on the environment or different stages of fire; however, simil-
ar characteristics remain to exist. A fire alarm system relies
on the detection and processing of fire characteristic paramet-
ers'"”.. Because fire alarm systems focus on the identification
of the initial stage of a fire, to achieve this function, it is

Table 1. Partial data of data sets.

Temperature Smoke. Carbon mongxide Class
concentration concentration
0.00298 0.00004 0.13683 NF
0.00313 0.00004 0.15792 NF
0.85851 0.88500 0.25782 OF
0.06108 0.02562 0.34108 SF
0.00372 0.00000 0.00000 NF
0.85347 0.35861 0.00223 OF
0.00482 0.00044 0.10502 NF
0.17581 0.10198 0.25392 SF
0.01777 0.00953 0.11059 SF
0.18334 0.99870 0.01700 OF
0.95055 0.44156 0.00256 OF
0.00290 0.00025 0.00000 NF
0.01777 0.00953 0.11059 SF
0.59156 0.16889 0.00153 OF
0.00889 0.01590 0.01062 SF
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necessary to reasonably select the number and types of fire
characteristic parameters, which can accurately describe the
spatial environment. The following three fire characteristic
parameters are used in this study:

Temperature: The temperature constantly changes over
time during the combustion process. In the early stage of a
fire, the temperature is relatively low and slightly changes.
When the fire stage changes from a smoldering to an open
fire state, the temperature increases, which reflects the com-
bustion state to a certain extent. Temperature is also one of
the most easily measured indicators, thus can be utilized as an
important characteristic parameter of fire.

Carbon monoxide concentration: Generally, carbon
monoxide is nearly absent in air; however, its content rapidly
increases when a fire occurs™”. Insufficient combustion pro-
duces carbon monoxide, especially during smoldering. As a
unique characteristic of early fires, carbon monoxide has a
low density, which easily floats to the top of an area and is
easily detected by sensors. The concentration of carbon
monoxide can be used as a reference for the fire stages.

Smoke concentration: Smoke mainly refers to the solid
particles produced during the combustion process. This is one
of the most apparent phenomena in a fire. Although it is not
specific, it is one of the features of an early stage fire and is
significant for characterizing the fire status®'’.

In summary, the INB considers temperature, carbon
monoxide concentration, and smoke concentration as the
three attributes, and outputs the three aforementioned fire
state decision categories of NF, SF, and OF.

3.2 Data preprocessing

Because the fire characteristic parameters in the dataset are
directly collected by the sensors, under normal circumstances,
the parameters may produce random and irregular fluctu-
ations owing to interference. However, when a fire occurs, the
parameters exhibit an apparent and continuous trend of char-
acteristics. Therefore, the filtering and noise reduction of data
is required. The Savitzky-Golay (S-G) filter™ is a filtering
method based on polynomial least-squares fitting in the time
domain, which is widely used for data flow smoothing and
noise reduction. S-G filtering is a weighted averaging al-
gorithm for moving windows; however, its weighting coeffi-
cients are not a simple constant window but are obtained by
least-square fitting of a given high-order polynomial in a slid-

0.12

CO concentration (vol%)

200 300 400 500

Times (s)
(a) row data

Fig. 1. Comparison of the data before and after filtering.

54

ing window. The main characteristic feature of this filter is
that the shape and width of the signal remains unchanged
while filtering the noise. Smooth filtering with the S-G meth-
od improves data smoothing and reduces noise interference.
A comparison of the carbon monoxide concentration data be-
fore and after noise reduction is shown in Fig. 1. According to
Fig. 1a, there are many noise components in the raw data ow-
ing to the environment or electromagnetic interference;
however, the overall characteristic trend is apparent. Fig. b
presents the carbon monoxide concentration data after noise
reduction when the window length is 41. Compared to the
raw data shown in Fig. la, the noise of the data flow can be
effectively reduced with the S-G filter.

To avoid the impact of certain attributes with large values
(e.g. temperature) on smaller values (e.g. carbon monoxide
concentration), all attribute values are normalized by using
Eq. (8) and are mapped to the (0, 1) interval:

_ Xold - Xmin

Xoew = 8
- Xmax _Xmin ( )

where X,., is the normalized data, X, is the data prior to nor-
malization, and X,;, and X,,,, are the minimum and maximum
values in the data, respectively.

As indicated in Eq. (8), if the noise reduction processing is
not performed, the maximum and minimum values in the data
are very likely to be noise values, which will affect the nor-
malization results. Therefore, it is necessary to filter the noise-
reduction process of the data before normalization.

3.3 Impact on data size

As a machine learning algorithm, the performance of INB has
a strong relationship with the training set. The model cannot
be fully trained when the dataset is small. However, in prac-
tical application scenarios, there may be problems, such as in-
sufficient or missing data, resulting in a small dataset. There-
fore, the effect of data size on the model performance needs
to be considered. As previously indicated, NB is an al-
gorithm that can handle classification tasks, performs suffi-
ciently on small-scale datasets, and is not sensitive to missing
values. Eight groups of datasets with different sizes were con-
structed to analyze the impact of dataset size on model per-
formance.

Datasets 1 to 8 contain 100, 150, 190, 290, 580, 1150,
1530, and 2300 sets of samples, respectively. Similarly, the

0.12

0.10

0.08 |

0.06

0.04

CO concentration (vol%)

0.02

0 100 200

300 4(l)0 5(.)0
Times (s)
(b) filtered data
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SVM algorithm, which also has advantages in dealing with
small-scale datasets, is presented for comparison. The BP
neural network is a commonly used method in the field of fire
alarm algorithms and presents a good ability; thus, it is also
presented. The specific parameter settings of the SVM and BP
neural networks are described in Section 5. A ten-fold cross-
validation was performed in the training and testing proced-
ures, which divides dataset D into ten mutually independent
subsets of a similar size, each of them trying to maintain con-
sistency in data distribution. We then used the union of nine
subsets as the training set and the remaining subset as the test
set. In this manner, ten groups of training/test sets were ob-
tained for ten training and testing times. The final return is the
average of the ten test results. The classification accuracy of
the four algorithms for different sizes of datasets is provided
in Fig. 2, and its calculation formula is expressed by Eq. (9)
in Section 4. The accuracy of each algorithm increases as the
number of samples in the datasets increases and gradually
tends to be stable; the classification results of the BP neural
network is an exception in Dataset 4, which may be due to the
design of the training data being inappropriate and resulting
ina model that is not fully trained. The classification ac-
curacies of the SVM, NB, INB, and BP neural network were
stable at approximately 80%, 84%, 96%, and 94%, respect-
ively. NB and INB achieved the classification accuracy in 190
samples (Dataset 3), whereas the BP neural network and
SVM achieved the classification accuracy in 580 samples
(Dataset 5) and 1150 samples (Dataset 6), respectively. The
probability-theory-based NB and INB algorithms apparently
have a greater advantage in dealing with small datasets with
only approximately 190 samples, and the model can be suffi-
ciently trained. The stable classification accuracy of INB is
improved with attribute weighting and an orthogonal matrix
by approximately 12% compared to that of NB. INB presents
a good ability in fire classification accuracy; on the other
hand, INB can be sufficiently trained and has a stable per-
formance despite managing cases with small datasets. Thus, it
does not depend on a large amount of training data and can be
applied in cases of insufficient or missing data samples.

100
[ ]
.o s
S
N
> v
Q
s
= 80F .
Q L] [ ]
2 n
g
= 70 F [ ]
‘=
& = SVM
] n NB
o} 5
ad60 . e INB
v BP
-
50 L L L L L L L L
1 2 3 4 5 6 7 8

Dataset

Fig. 2. Classification accuracy of four algorithms under different size of
dataset.

4 Evaluation index

For binary classification problems, the classification results
can be represented by the confusion matrix shown in Table 2,
where TP, TN, FP, and FN indicate the corresponding sample
numbers. The results of the multi-classification problems can
also be expressed by a similar confusion matrix. Here, based
on the confusion matrix, we used the following four indices to
evaluate the performance of the algorithms: classification ac-
curacy, precision, recall, and F, measure.

Classification accuracy is the proportion of the number of
samples correctly identified by the model for all the samples.
The calculation formula is given by the following:

’
ClaAcc = R ©)
where ClaAcc is the classification accuracy, r is the number
of samples correctly classified, and R is the total number of
samples.

Precision is the proportion of the number of fire state
samples correctly identified to the number of all such fire
state samples identified by the model. The calculation for-
mula is:

TP

Pre= Tp rp

(10)

where Pre is the precision of the model.

Recall is the proportion of the number of fire state samples
correctly identified to the actual number of such fire state
samples. The calculation formula is:

TP

Rec= ——
= IP+FN

(11
where Rec is the recall of the model.

The F, measure considers the results of precision and re-
call, which is:

_ 2% Pre XRec
" Pre+Rec

(12)
where F, is the F, measure of the model.

5 Comparative analyses and discussion

Based on the discussion in Section 3.3, INB can be con-
cluded to have a good ability for managing small datasets.
Furthermore, the advantages of INB over SVM, NB, and BP
neural networks are discussed below, particularly in terms of
classification accuracy and computational cost. The specific
comparative analyses between these are as follows.

First, the four aforementioned algorithms were applied to
the same scenarios and their results were compared. The pen-
alty coefficient of the error item was 1 in the SVM, and the
Gaussian kernel function was used. A penalty coefficient was

Table 2. The confusion matrix.

Predicted results

Actual results

Positive Negative
Positive True Positive (TP) False Negative (FN)
Negative False Positive (FP) True Negative (TN)
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used to control the penalty coefficient of the loss function. A
larger penalty coefficient indicates a greater punishment for
the wrong samples, thus leading to a higher accuracy in the
training samples. However, the generalization ability of the
model is reduced; that is, the classification accuracy of the
test data is reduced. In contrast, if the penalty coefficient is
reduced, some misclassification samples are allowed in the
training samples, which has a strong generalization ability.
The latter is generally used for training samples with noise,
and incorrectly classified samples in the training sample set
are regarded as noise. For the kernel function, when the data
is inseparable in low dimensions, SVM maps the data to a
high dimension through a Gaussian kernel function to make it
separable in high dimensions, which solves the optimization
problem in SVM. A BP neural network with two hidden lay-
ers was constructed for comparative analyses. Theoretically, a
deeper number of hidden layers would lead to a stronger abil-
ity to fit the function, and subsequently better model results.
However, a deeper number of hidden layers may cause over-
fitting, increase the difficulty of training, and make the model
difficult to converge; therefore, a BP neural network with two
hidden layers is constructed here. For neurons in hidden lay-
ers, not using enough neurons in the hidden layer will lead to
underfitting. In contrast, when there are too many neurons in
the hidden layer, the limited amount of information contained
in the training set is insufficient to train all the neurons in the
hidden layer, which leads to overfitting. Despite the training
data containing sufficient information, too many neurons in
the hidden layer will increase the training time; therefore, it is
difficult to achieve the expected effect. Thus, the first and
second hidden layers contained 100 and 50 neurons in our
constructed BP neural network, respectively, and the maxim-
um number of iterations was 500. The activation function ad-
opts a rectified linear unit (ReLU) function. The role of the
activation function is to increase the nonlinearity of the neural-
network model. Otherwise, regardless of the number of lay-
ers in the neural network, the output is a linear combination
of inputs, which is equivalent to the result of no hidden lay-
ers. In addition, using the ReLU function as an activation
function solves the gradient vanishing problem while acceler-
ating the convergence of the model. For NB, the probability
density function of the normal distribution was used to calcu-
late the probability. Dataset 6 was used here, which con-
tained a total of 1150 samples, including 400 NF, 414 SF, and
336 OF. All samples were randomly disordered at first, and
then divided into training and test sets according to the ten-
fold cross-validation rules.

5.1 Classification accuracy

Classification accuracy can intuitively reflect the perform-
ance of the model. As shown in Fig. 3, after the improvement
of attribute weighting and the orthogonal matrix, the classific-
ation accuracy of INB is the highest among the four al-
gorithms, reaching 96.1%. Compared to NB, it improved by
11.9% mainly because the orthogonal matrix weakens the lin-
ear relationship between the attributes and reduces their cor-
relations, which is more in accordance with the conditional
independence assumption. On the other hand, the attribute
weighting considers the influence of different values of each
attribute on the classification performance under every de-
cision category. The classification accuracy of SVM was the
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BP

lowest, only 78.1%. Although SVM has no local minimum
problem compared with the BP neural network and can solve
classification problems under small datasets, SVM has no
general solution to nonlinear problems and is sensitive to
missing data.

This may lead to a poor ability of the SVM in fire alarms.
The classification accuracy of the BP neural network was
second to that of INB, reaching 93.5%. However, owing to
the existence of the feedback mechanism, the training time of
the BP neural network was significantly longer than that of
the other algorithms. A discussion of the computational cost
is presented in Section 5.5.

Regarding the scenario of early fire alarms, the classifica-
tion accuracy alone, as the evaluation index, does not fully
demonstrate the ability of the model. For example, for 90
groups of no-fire conditions and 10 groups of fire conditions,
the model can correctly classify all no-fire conditions, and all
10 groups of the fire conditions are incorrectly classified. The
classification accuracy of this model was 90%. However, all
the fire conditions are misclassified and do not play a role in
fire alarms. Therefore, precision and recall were introduced to
comprehensively evaluate the ability of the model.

5.2 Precision

A comparison of the precision results of the four algorithms is
presented in Fig. 4. INB maintained the highest accuracy in
all types of fire states, which increased by 2.2%, 16.1%, and
11.5% compared to that of NB for the three different fire
states, respectively. The precision of NB for the SF state was
low, only 79.1%. Following an improvement by utilizing the
attribute weight and orthogonal matrix, the precision of the
INB for the SF state increased to 95.2%; the precision of the
SVM and BP neural network for the SF state were also low.
The main advantage of INB is apparently the identification of
the SF state. After the optimization, INB exhibited an excel-
lent performance for all types of fire states, all of which
reached more than a 95% precision. For the NF state, a SVM
precision of 66.7% was obtained, which was well below the
average, and only an 87.5% precision was obtained for the BP
neural network. For the OF state, the precision of INB was
lower than that of the BP neural network, with a gap of 3.3%.
However, based on the discussion of the running times for the
four algorithms in Section 5.5, INB has a notable advantage
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over BP neural networks in terms of time complexity when
the precision of the OF state does not lag significantly.

5.3 Recall

A recall comparison of the four algorithms is shown in Fig. 5.
The INB recall reached approximately 95% in all three fire
states, indicating an excellent performance. NB has a poor
ability for the SF and OF states and has a low recall for both
types of fire states. The misclassified samples of the SVM
were mainly in the SF state. The recall value of the BP neural
network for the three fire states is approximately 90%, which
is relatively balanced but not as good as that of INB.

5.4 F, measure

As shown in Egs. (10) and (11), precision and recall are a pair
of contradictory measures. Generally, when the precision is
high, the recall is often low, and vice versa. These two values
can be simultaneously high only when the model presents an
excellent ability and performs sufficiently well. According to
Eq. (12), the F, measure is actually the harmonic mean of the
precision and recall. Table 3 summarizes the results of the F,
measure, which more intuitively presents a comparison of the
four algorithms. The disadvantage of the poor recognition
ability of NB on SF and OF is more apparent, as shown in
Table 3. The F, measure of the SVM for OF was more than
90%, while the value was low for the other fire states. The
performance of the BP neural network was better than that of
NB and SVM, however, remained lower than that of INB.

A comparison of the results of the four aforementioned al-
gorithms are summarized in Table 4. The average precision,
average recall, and average F, measure are the averages of the
precision, recall, and F, measure for each algorithm in the
three fire states. As shown in the table, all of the INB evalu-
ation indices reached more than 96%, which is significantly
higher than that of the other algorithms.

5.5 Running time

The response speed of a fire alarm system is also an import-
ant indicator for fire alarms. Because some of the datasets
were small, the separated training/testing time for those data-
sets was close to zero. Table 5 summarizes the average run-
ning times for the four algorithms on eight datasets with dif-
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Table 3. F, measure of four algorithms.
SVM NB INB BP
NF 76.9% 97.8% 100% 90.3%
SF 65.7% 82.9% 96.4% 84.9%
OF 93.2% 79.3% 95.4% 93.2%
Table 4. Summary test results of four algorithms.
Algorithms Classification AVf{rage Average Average F
accuracy precision recall measure
SVM 78.1% 80.2% 79.8% 78.6%
NB 84.2% 87.4% 86.4% 86.7%
INB 96.1% 97.3% 97.2% 97.3%
BP 93.5% 90.4% 89.2% 89.5%

Table 5. Average running time on eight data sets of four algorithms.

SVM NB INB BP
Average training time (s)  0.01361  0.00335  0.06685  0.68236
Average testing time (s)  0.00124  0.00059  0.00439  0.00026

ferent sizes.

All the simulations were performed on the same computer
(Intel Core Processor i5-6500 @ 3.20 GHz; 8.00 GB RAM;
Windows 10 Pro., 64 Bit). Owing to the feedback learning
processes present in the BP neural network, a longer training
time is required. According to Figs. 4 and 5 and Table 5, al-
though the BP neural network achieved a relatively high fire
identification accuracy rate, an increase in the number of data
samples was bound to affect the convergence speed. In addi-
tion, the complex network structure and significant number of
parameters also make it difficult for the BP neural network to
achieve an embedded system. SVM and NB have certain ad-
vantages in terms of training time; however, their classifica-
tion accuracy is not high. Not only does INB have an excel-
lent ability, but also it inherits the advantages of NB with re-
spect to the training time, and can achieve a rapid response
and accurate alarm in real scenarios.
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6 Conclusions

As the core of the fire alarm system, the fire alarm algorithm
not only has high requirements for fire recognition accuracy,
but also requires it to be easily embedded. NB based on prob-
ability theory has a more stable and accurate classification
performance, particularly when the data quantity is small"”
and it is easy to achieve an embedded system. It has signific-
ant potential for the application of early fire alarms owing to
its ability to manage uncertain evidence!'!. However, for the
traditional NB method, the conditional independence assump-
tion limits its application for certain scenarios, and improve-
ments to NB are therefore necessary to meet the aforemen-
tioned requirements of fire alarm algorithms. In this study, a
newly developed algorithm, namely INB, based on NB, is
proposed and applied to early fire alarms. Attribute weight-
ing and an orthogonal matrix were used to improve the NB
and weaken the conditional independence assumption. The
INB was trained and tested using eight datasets of different
sizes. To demonstrate the performance of INB in terms of
classification accuracy and computational cost, it was com-
pared with the SVM and BP neural networks. The major con-
clusions of this study are as follows:

( I) Comparative studies demonstrate that the classifica-
tion accuracy, average precision, average recall, and average
F,measure of the newly developed algorithm are significantly
higher than those of the traditional NB, SVM, and BP neural
networks, with specific values of 96.1%, 97.3%, 97.2%, and
97.3%, respectively.

(II') The calculation of the attribute weights and orthogon-
al matrices improved the recognition accuracy of INB in the
fire states, while the testing time increased as a sacrifice,
however remaining at a relatively low and acceptable level.

(IIT) The INB does not rely on a large amount of training
data. It can also demonstrate a stable fire alarm ability when
the quantity of data is small.
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