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Abstract: A new method was proposed for designing two-channel filter banks (FBs) with causal-
stable IIR filters. By using IIR filters with a cosine-rolloff transition band, the flatness condition
required for two-channel NPR FB was automatically satisfied. Instead of designing the frequency
magnitude responses of the analysis filters, the power spectra of the desired filters were designed
by solving a quasi-convex problem. When the solution was found, the analysis filters desired can
be obtained by spectral factorization. The polyphase components of the analysis filters were
assumed to have an identical denominator to simplify the PR condition. Two-channel NPR 1IR FB
so obtained has a reasonably low reconstruction error and can be employed as the initial guess to
constrained nonlinear optimization software for designing the PR 1IR FB,
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0 Introduction

Much attention has been paid to the design of

two-channel maximally decimated perfect

reconstruction filter banks (PR FBs) with IIR

L9 Compared

filters during the last few decades
to FIR filters, IIR filters have the potential to offer
lower system delay, sharper cutoff and higher
stopband attenuation than their FIR counterparts.
However, the PR

complicated for two-channel IIR FBs since all the

condition is considerably
analysis and synthesis filters are IIR filters. In
particular, the system is PR if the determinant of
the polyphase matrix is a minimum phase
function™. In addition to the more complicated PR
condition, it is also difficult to ensure that the IIR
filters are causal-stable.

The design of two-channel PR IIR FBs is
usually realized by iterative procedures involving

When the

number of variables and constraints increases, the

nonlinear constrained optimization.

optimization procedure is rather sensitive to the
initial guess®™™. In Ref. [9], a modified model-
reduction technique is used to obtain a nearly-PR
(NPR) IIR FB from a PR low-delay (LD) FIR FB
and the NPR IIR FB is used as an initial guess for
some nonlinear constrained optimization to design
the PR TIR FB. The drawback of this method is
that much time is needed for designing a PR LD
FIR FB which also involves nonlinear constrained
optimization. By making use of a class of cosine-
rolloff (CR) filters defined in Ref. [ 11 ], the
flatness condition required by FBs is automatically
satisfied and the design problem of two-channel IIR
FBs is reduced to the design of FIR filers since the
advance

poles of IIR filters are located in

thereint'*

. The design problem can be formulated
as a convex minimax optimization problem which is
solved by second order cone programming (SOCP).
However, the poles of the proposed IIR FBs should be
predefined artificially to start the design procedure.

In this paper, a new method for the design of

two-channel IIR FBs is proposed, inspired when

modifying the filter design method via spectral
factorization originally proposed in Refs. [12-13]
for FIR and IIR filters, respectively. Compared to
FIR filters, the design problem of IIR filter is
much more difficult to be transformed into a
convex form due to the stability property as well as
the low group delay. Recently, some works were
IIR filters by
In Ref. [13].

designing the frequency magnitude responses of the

devoted to designing convex

Lis-16] instead of

programming
IIR filters, the squared magnitude response, that
is, the power spectra of the desired filters are
designed. The design problem is reformulated into
a quasi-convex problem which can be solved by
bisection. Each section involves solving a linear
program. When the solution of the new design
problem is found. the filter desired can be obtained
by spectral factorization which is based on the fast
Fourier transform (FFT). Based on pole-zero
mapping., IIR filters were designed by a linear
programming™*. In Ref. [15], a semidefinite
programming ( SDP) relaxation technique was
adopted to formulate the design problem of IIR
filters in a convex form and a regularized feasibility
problem was used together to find the solution.
The design problem of IIR filters with minimax
phase error was reformed into a convex one by

( L-SK )

However,

Levy-Sanathanan-Koerner
[16]

using the
strategy and a least-squares method
[ 13-16 ] are not

suitable to be used as analysis filters due to the

IIR filters proposed in Refs.

complexity of PR condition for the implementation
of PR IIR FBs.

In this work, the method in Ref. [13] is
modified for solving the design problem of two-
channel 1IR FBs. To simplify the PR constraints of
IIR FBs, it is suggested that the denominators of
the desired 1IR filters be a polynomial in 2* and
hence the denominator of its polyphase components
can be made identical®™™. Design results show
that two-channel NPR IIR FBs obtained by the
proposed method have a good frequency magnitude

response and a reasonably low system reconstruction
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error. By using the IIR FBs designed as the initial
guesses to constrained optimization software, high

quality PR IIR FBs can be readily obtained.

1 Two-channel IIR filter banks

Fig. 1 shows the structure of a two-channel
critically decimated multirate FB., where the input
is filtered by two analysis filters, H, (z) and H,
(2), and is decimated by a factor of two to form

L. To reconstruct the original

two subband signals
signal, the subband signals are upsampled, filtered
by two synthesis filters, G, ( ) andG; (z), and
added together. The system is called a PR system
if the output x(n) is identical to the input, x(n),
except for some constant scaling and time delay.
To cancel the aliasing term, the synthesis filters
are chosen as:

G () = Hi(— 2,Gi(2) =— Ho(— 2 (1)

Hy(z) ] 2 | T2 o G

x(n)

x(n)

¥

H(z) —"l 2

T2 B G

Fig. 1 Two-channel multirate filter bank

If Hy (2) and H, ( 2) have good magnitude
responses in both passband and stopband, see
Fig. 2, the magnitude response of the transfer
function is almost constant in the whole frequency
region except the transition bands of H, ( 2) and
H, (2). Assume the desired frequency responses of
two analysis filters, H,(2) and H, (%), are defined
to have an approximate CR transition band as:
e, we [0, w ]

7
20N ax

w € [pr’wi)]
0, w€ [wgsn]
09 (UE [O9wsl:|

—jwD/2
b

cos (w*ww)J-e

H()((U) -

(2

(w— w,-l)J- e D7,

H(w) = 2w
w€ [wgswpy]
e P2, W€ [y .n]

where D/2, wy» w; and Aw= | wy—w, |, i=0,1,

Hy(z) H,(z)

Fig.2 H,(2 and H, (2

are the group delay over the passband, the
passband and the stopband cutoff frequencies and
the transition bandwidths of H, (z) and H; ( 2).
wyp = w3 = w, and vy = w, = o, to make the obtained
FB having approximately symmetrical analysis
filters. Therefore, the frequency response of the

system transfer function T(2) is now given by

T(e®) = [ Hy(e™) [* 4| Hi(e™) [*Je =

e (3)
for all w€ [0,x]. Here the system delay D, = D.
It can be seen that the magnitude distortion is
eliminated in the whole frequency region. Since the
flatness condition can be structurally imposed, the
design problem is reduced to make H, ( 2) and
H, (2) be the filters given in Eq. (2). For IIR FBs,
the discussion above still holds except that the analysis

filters and synthesis filters are rational functions.

Lo -1
um
. E ai( Tl) e "
A () _ =0
B(e) Ljen L
Z b(n)e ™

n 0

Assume: H;(e*) =

where i=0,1, Ly, and L, are the lengths of the
numerator and the denominator, respectively.
Note that H, ( ) and H; () have the same
denominator and the denominator coefficients are
assumed to be a polynomial in 2 to simplify the PR

condition of the FBsM!%,

2 Design method

Generally, the frequency magnitude response
design method for designing Hy (%) in Eq. (2) can
be written as:
for w € [w,»m]
Subject to L(w)<<| Hy () | << U(w)

for wé€ [0,w,] 4)

Minimize max | H, (&) |
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where L (w) and U (w) denote the allowed upper
and lower magnitude bounds during the considered
frequency region. One can simplify the design
problem of H;(2). However, instead of designing
the frequency magnitude responses of the analysis
filters, the squared magnitude responses are
designed in the proposed method. Let P;(¢®), i=
0,1, be the power spectrums of H;(z), i=0,1:
P.(e) = R;()/V(e*) =
LA [P/ Be) |7 =] Hi(e") |*, i=0,1
(5
where R, (&), for i=0,1, and V(&) are the

Fourier transform of the sequences {r;(n)} for i=

0,1, and {v(n)}. Thus, these sequences are the
autocorrelation coefficient of the analysis filters
numerators and denominators {a;(n)} for i=0,1,
and {b(n)}:
() = > a(kha,(k+ n),
k= ou

1= 0717 — (1411\1m - 1)< n< I4m\m —1

o) = > bCbCk+ ),
= o

- (den - 1)< n< den 71

(6)
The sequences {r;(n)} for i=0,1, and {v(n)}
are all symmetric around n = 0. The design

problem of H,(2) in Eq. (4) is now rewritten as a
quasi-convex problem to find {7 (n)} and {v(n)},
for n==0, via Ref. [13].

Minimize max | Py (&) |  for w € [wy ]
Subject to  L* (@) < Py () < U* (w)
for w€ [0swy ] D]

Similarly, the design of H; (2) can also be
reformulated as a quasi-convex problem to find
{rn(n} and {v(n)} instead of {a (n)} and
{b(n)}. Here, the denominators of P;(e*) for i=
0,1 should be the same with each other to simplify
the PR condition of FBs.

When a solution of { (n)} for i=0,1 and
{v(n} is found, {a; ()} for i=0,1 and {b(n)}
can be obtained by spectral factorization. Note that
if the denominator of P, (&), that is {v(n)}, is

constrained to be a polynomial in £, the

denominator of H, ( 2), that is {b(n)}, is a
polynomial in ¢ instantly.

Based on the defined CR filters, the flatness
condition required for FBs is  satisfied
automatically. Thus the design problem of FBs is
reduced to the design of CR filters. The filter
design problem can be reformulated into a quasi-
convex problem by finding the autocorrelation
coefficients of filters’ coefficients to satisfy the
magnitude constraints on the power spectrum of
filters. This quasi-convex problem can be solved
by bisection and each iteration of the bisection is a
linear program.

Since NPR FBs so obtained are of very high
quality, they can serve as initial guesses to some
constrained nonlinear optimizer to solve for the PR

FB with the same f{ilter parameters. The PR
condition of IIR FB is given by Refs. [8-10]:

A (DA (D) — Ap (DA () = B 2 B (» (8)
where { Ay (2), Ay ()}, i=0,1, are the typel

polyphase components of the numerators of A;(2), i=

0,1, respectively and B(z) is the type-l polyphase
components of B(2). Bis a non-zero constant and s is

an integer. A possible objective function is given as:

o0 =|" 111 B [ Pdot | | H e 2ot

| =1 e et | ] H e 2o
o, 0

(9)
where w, and w, are the passband and the stopband

cutoff frequencies of H, (2). The variables vector

x contains the part of A;(2), i,j=0,1, as well as

the part of B(2). The constrained optimization can
be stated as follows:

min®( x)

subject to: {max(| ¢, |) <1} and the PR condition

(10)

where t;’s are the roots of B (z) which should
remain in the unit circle for the stability of the IIR
filters. The PR condition in Eq. (8) suggests that
the length of the denominator in the polyphase

components should not be longer than that of the
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numerator in order to balance the powers of z on
both sides of Eq. (10).

3 Design procedure and examples

In Ref. [13], a general lowpass IIR filter is
designed by the spectral factorization method
which is modified and used to solve the design of
the proposed FB with CR filters in this work. To
keep the denominators of P;(¢®) for i=0,1 the
same as each other, {b(n)} is determined in the
design of H,(2) and used in the design of H; (2).
It is well known that there is a tradeoff among the
transition bandwidth, the ratio of passband and
analysis filters and the

stopband  ripples  of

reconstruction error of the FB. The stopband
attenuation of the designed analysis filters is adjusted
iteratively to minimize the lower reconstruction error.
A design procedure is presented as follows.

Design procedure;

Given the length of the numerator and the
denominator, L., and Lu,, of the desired analysis
filters, the passband and the stopband cutoff
frequencies, o, and w, Initialize the desired
stopband attenuation ripple error &, and the step
sizes to update 0,: Oiuwp and Oyue. The flag to stop
the iteration is initialized as t=0.

1. Solve the CR filter Ho (2) in (2) with the given (w, sw,)
and O, :

1.1 find the solution of Py (2) in (7)., i. e. the solution

of {r(n)} and {v(w)}.
1.2 obtain {a; (n)} and {b (n)} by spectral
factorization.
2 obtain the CR filter H, (z) in (2) by using {b(n)}:
2.1 find the solution of P;(2), i.e. the solution of {r;(n)}
2.2 obtain {a;(n)} by spectral factorization.
3 Calculate the reconstruction error Epp which is the maximum
peak-to-peak ripple of the transfer function T(z).
If Epp<<Epp min

{Record the FB and set E,, win =Epp 3

increase Os 10 05 * Oiseep 5

t=0;)

Else
{decrease 0. to 0. * Syuep 3

t=t+1; {if t=>5, stop;}

Go back to step 1.

If Epp does not decreased in t (such as t=5 in
this work) for successive times, the local solution
is assumed to have been found. To keep the
procedure from becoming an endless loop, the step
sizes to update 0, are set t0 Ouwp * Ogep 7~ 1. After
the NPR IIR FB is obtained, they will be used as
the initial guesses for some nonlinear constrained
software to obtain the PR IIR FBs. Note that the
group delay of filters is not considered during the
design of NPR IIR FBs. However, we can control
the whole system delay D during the design of PR
FBs. To illustrate the efficiency of the proposed
method, some examples are given in this part.

Example 1  Design of two-channel I1IR FBs
with Ly =24

The numerator lengths L,,. of all the FBs in
this example are 24 while the denominator lengths
Lien are different from each other as illustrated in

Tab.1. The

frequencies of H, (2) are set to be (w,, w,) =

passband and stopband cutoff
(0.4m, 0. 6n). The desired stopband attenuation
ripple error &, is initialized to be le—5. The step
5 and 04 = 0.25. For

obtaining a good NPR FB, the proposed method

sizes are set as: Oupp —

costs 7 or 8 iterations which are denoted as kt in
Tab. 1. A, xezk (dB) 1is the highest stopband
attenuation of the analysis filters for NPR FBs and
Epp wr 1s the maximum peak-to-peak ripple of the
transfer functions T(2).

Tab.1 Two-channel IIR FBs with L, =24

AL\IT’R E ALPR
/dB “PP_NPR /4B

FB-1 4 8 —40.70 7.59¢—2 —29.94 6.99e—15 9 467
FB-2 6 7 —41.69 9.59¢—2 —32.80 1.37e—15 13 408
FB-3 8 & —41.35 3.55e—2 —33.78 1.66e—15 17 266

FBs Lagen kt Epp pr D Tters

By using these NPR FBs as initial guesses for
Fmincon in Matlab, PR IIR FBs are obtained. The
highest stopband attenuation and the maximum
peak-to-peak ripple of the transfer functions of the
PR IIR FBs, A, e (dB) and Eppprs are also listed
in Tab. 1. D indicates system delays which are
different from each other for the designed PR IIR
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FBs. All NPR IIR FBs in Tab. 1 have almost the
same highest stopband attenuation of the analysis
filters because the desired stopband attenuation
ripple errors &, are initialized to be the same to
start the design procedure. Iters denotes the
number of iterations for Fi.. to converge to a PR
FB. It can be seen that FB-2 has a higher stopband
attenuation than FB-1 by 2.86 dB and FB-3 has a
higher stopband attenuation than FB-2 by 0. 98 dB
due to a longer denominator used for FB-2 and FB-
3, respectively. The magnitude responses of the
NPR and PR analysis FB-1 and FB-3 are plotted in
Figs. 3(a) and 3(b), respectively.

10 :
o
=
P
=]
E
]
E
\
—504 i i ':! i
0 0.25 0.50 0.75 1.00
normalized frequency (xn rad/sample)
(a)
10 T

magnitude / dB

60 ; - —
0 0.25 0.50 0.75 1.00
normalized frequency (xn rad/sample)
(b)

Fig.3 The magnitude responses of analysis FB of
(a) NPR IIR FB-1 (in solid-line) and PR IIR FB-1 (in dash-line) ;
(b) NPR IIR FB-3 (in solid-line) and PR IIR FB-3 (in dash-line)

For comparison purposes, PR IIR FBs with
the same specifications of FBs in Tab.1 are
method
proposed in Ref. [9]. Low delay (LD) PR FIR FBs
with a longer filter length are designed first and
then model reduced to NPR IIR FBs which are

used as

designed using the model-reduction

initial guesses for some constrained

nonlinear optimizer to obtain PR IIR FBs. The
performances of PR FIR and IIR FBs are listed in

Tab. 2. L is the length of LD PR FIR FBs and
(Lyym s Laew) denote the length of the numerator and
the denominator of PR IIR FBs.

Tab.2 Two-channel FBs designed

with the model-reduction method

FBs L(LyunsLaw)  Aopr/dB Erepk D Iters
PR FIR FB-1 34 —31.10  6.88¢—15 9 643
PR IIR FB-1 (24.4) —28.72  2.66e—15 9 2419
PR FIR FB-2 34 —31.16  3.10e—15 13 392
PR TIR FB-2 (24.6) —30.30 1.88e—15 13 483
PR FIR FB-3 34 —39.24 1.33¢—15 17 406
PR IIR FB-3 (24.8) —31.12  7.66e—15 17 226

It is clear that the proposed method leads to
two-channel PR IIR FBs with a higher stopband
attenuation (—29.94 dB vs. —28. 72 dB for FB-1,
—32.80 dB vs. —30.30 dB for FB-2 and —33. 78
dB vs. —31.12 dB for FB-3). On the other hand,
a lot of time is needed for the model reduction
method to obtain a LD PR FIR FB with a longer
filter length.

Example 2  Design of two-channel IIR FBs
with L, =16

Some two-channel NPR and PR IIR FBs with
Lowm= 16 are designed with the proposed method
as listed in Tab. 2. The passband and stopband
cutoff frequencies of H;(2) are set to be (w,,w,) =
(0.417,0.597). The desired stopband attenuation
ripple error is initialized to be le — 3. The step
sizes are set as: O =05 and Ouue, =0. 25. D equals
7 for all FBs.

For comparison, two-channel IIR FB-6 listed
in Tab.3 was designed with the same filter
parameters with the method reported in Ref. [10].
As can be seen from Tab. 3, the proposed NPR and
PR IIR FB-5 has a better stopband attenuation
than the NPR and PR IIR FB-6 by 10.51 dB and
1.3 dB, Fig. 4
magnitude response of the proposed PR FB-5.

Tab.3 Two-channel IIR FBs with L, =16

respectively. illustrates the

FB  Liawm Acxer/dB  Eppner  Agpr/dB Epprr D
FB-4 4 —22.35 3.15e—2 —26.92 9.43e—15 7
FB-5 6 —22.71 2.06e—2 —26.69 7.27e—15 7

FB-6L- 6 —12.20 8.6le—2 —25.39 3.83e—15 7
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magnitude / dB

0 0.25 0.50 0.75 1.00
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Fig.4 The magnitude response of analysis PR IIR FB-5

4 Conclusion

The IIR lowpass and the highpass filters of
two-channel IIR FBs are assumed to be with a CR
transition band. The design problem of IIR FB is
reduced to the design of the CR filters since the
flatness condition required by FBs is automatically
satisfied. Instead of designing the frequency
magnitude responses of the analysis filters, the
power spectra of the desired filters are designed by
solving a quasi-convex problem. When the solution
is found, the analysis filters desired can be
obtained by spectral factorization. To simplify the
PR condition, the polyphase components of the
analysis filters have an identical denominator.

After the NPR IIR FBs has been obtained, they are
further optimized to obtain high quality PR IIR FBs.
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